
parable to the bulk material, and, in the regime

where segmental motions are dominant (i.e.,

in the glassy and early transition regions),

the glass transition temperature of the thin

films is unchanged within an estimated error

of T 3-C. Calculations using a three-layer

viscoelastic model in which the outer two

layers have substantially reduced glass tran-

sition (15-C) show that the method is sen-

sitive to such layers or gradients when the

layer is about 10% or more of the film thick-

ness. The rubbery compliance shows a much

reduced value at 27.5 nm, although this is seen

to increase as the film thickness increases. It

is possible that at this thickness (27.5 nm)

the material responds in a different manner

to the bulk, perhaps because of a change in

the chain conformation (30) or because the

entanglement density is affected by the con-

straint imposed by the thickness. However,

recent work (31) suggests that the entangle-

ment density is reduced in thin films, which

would increase the compliance. As such, the

observation of a reduced rubbery plateau is

surprising and cannot be reconciled within

our current understanding of the behavior of

ultrathin films. We do not think that it is an

artifact of the experiment, e.g., due to surface

tension effects or prestrain on the sample

caused by the drawing of the film into the

hole. At the nanoscale, surface tension effects

could become important, but our calculations

suggest these effects would be less than 15%

for a film of 27.5-nm thickness at the pressure

used here.

The effect of prestrain on the sample was

estimated by using classical rubber elasticity

theory (32). Such an analysis implies that a

prestrain of about 760% (l 0 7.6) would be

needed to account for the apparent decrease in

compliance for the bubble growth data. This

is much less than the 25% prestrain estimated

because of the capillary draw that occurs dur-

ing the annealing step in the film preparation.

Comparison of our results to bulk data

indicates that there is no significant change

in the glass transition temperature down to a

thickness of 27.5 nm. This is contrary to re-

sults reported for free-standing polystyrene

(PS) films, where decreases of up to 70-C for

such a thickness have been reported (23).

However, recent results for poly(methyl meth-

acrylate) (PMMA) (33) show a much smaller

effect of film thickness on T
g
. In this context,

the current results would support the possibil-

ity that the effect of film thickness on T
g

is

not universal (34). Unexpectedly, whereas the

material exhibits a glassy compliance com-

parable to the bulk data, the rubbery plateau

compliance is seen to decrease with decreasing

film thickness, indicating stiffening of the rub-

bery response in the ultrathin film. Future in-

vestigations of PS and other polymer films will

further explore how the difference in results

varies with material chemical structure and

how the measurement type (pseudothermo-

dynamic versus dynamic) may impact the in-

terpretation of results.
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The Controlled Evolution of a
Polymer Single Crystal

Xiaogang Liu,1* Yi Zhang,1* Dipak K. Goswami,2

John S. Okasinski,2 Khalid Salaita,1 Peng Sun,1

Michael J. Bedzyk,2. Chad A. Mirkin1-

We present a method for controlling the initiation and kinetics of polymer
crystal growth using dip-pen nanolithography and an atomic force microscope
tip coated with poly-DL-lysine hydrobromide. Triangular prisms of the polymer
epitaxially grow on freshly cleaved mica substrates, and their in-plane and out-
of-plane growth rates can be controlled by raster scanning the coated tip across
the substrate. Atomic force microscope images were concomitantly recorded,
providing a set of photographic images of the process as it spans the nanometer-
to micrometer-length scales as a function of environmental conditions.

Crystallization is an integral part of many

processes and essential for the characteriza-

tion of many materials, including small

molecules, nanoclusters, and biological mac-

romolecules (1–5). For most crystallization

processes, the ability to study the process is

limited until the crystal reaches a critical size

that allows one to observe it with spectro-

scopic or x-ray diffraction tools. For single-

crystal x-ray diffraction (XRD) techniques,

the lower limit is on the order of 100 mm3,

depending on composition and x-ray beam

conditions (6). For spectroscopic tools, the

length scale is even larger. Scanning probe

microscopy has been used to visualize crys-

tallization processes in situ, but typically in

the context of structures growing randomly on

a surface from a bulk solution saturated with a

feedstock of the molecule involved in crystal-

lization (7–14). There are no tools that allow
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one to site-specifically initiate crystal nuclea-

tion, control the growth process in a serial

manner, and monitor its progress from the

nanometer to micrometer scale.

Dip-pen nanolithography (DPN) allows

an atomic force microscope (AFM) tip to

transport adsorbates to a surface in a con-

trolled manner (15–19). This technique has

allowed researchers to control the nanoscale

architecture of a surface and is compatible

with both hard and soft materials (16). DPN

coupled with AFM also can be used as a serial

deposition tool to study monolayer formation

(16). Polylysine, commonly used as a coating

on inorganic substrates for the surface attach-

ment of biomolecules and cells in molecular

biology studies, is also regarded as a simple

model for protein aggregation studies (20, 21).

We show how DPN initiates the crystallization

of poly-DL-lysine hydrobromide (PLH) on

mica EKAl
2
(AlSi

3
)O

10
(OH)

2
, 2M

1
-muscovite^

and study and record the growth process from

nanometer-sized seeds to larger crystalline struc-

tures as a function of environmental conditions.

In a typical experiment, a PLH-coated

silicon AFM tip is used as a deposition tool

on a freshly cleaved mica substrate in an AFM

raster scanning experiment. The AFM was

operated in tapping mode, during which the tip

is oscillated at a frequency just below its

resonant frequency (300 kHz). Tapping-mode

AFM is more suitable than contact mode for

imaging delicate polymer samples because it is

less damaging to the sample (19, 22). A single

scan over an 8-by-8-mm region of the mica

surface results in the formation of two equi-

lateral triangular prisms (a and b) that are

substantially different in size (Fig. 1, panel 1)

(23). The smaller triangular feature (b) has a

320-nm edge length and is 21.8 nm thick,

whereas the larger one (a) has a 1.62-mm edge

length and is 16.5 nm thick. The chemical

composition of the nanometer- and micrometer-

scale triangular islands was confirmed by

time-of-flight secondary ion mass spectrosco-

py, which exhibits the characteristic fragments

for PLH (fig. S1). As the tip was scanned

across the same area in tapping mode (scan

rate, 2 Hz), one could observe the growth of

seed crystals and the formation of new ones

(compare panels 1 to 6 in Fig. 1). The growth

process is very similar from crystal to crystal

under these conditions. All observed struc-

tures were equilateral triangles, and crystals

that were initiated at approximately the same

time had nearly identical dimensions after the

same number of raster scans. We found that

the crystal thickness and edge length increase

with the number of scans or tip-substrate

contact time (Fig. 2, A and B).

Control experiments indicate that it is

difficult to grow the well-defined triangular

prisms through direct exposure of the mica

substrate to a solution containing the PLH. In

such control experiments, freshly cleaved mica

substrates were either soaked in PLH solutions

that varied in concentration (2 to 20 mg/ml) for

3 hours or immersed in the solutions and

immediately removed and then stored in a

humidity chamber (30% relative humidity) at

20-C for 1 to 2 hours, during which time the

solvent evaporated. Many types of micro-

structures could be observed on the mica

surfaces, including amorphous materials and

truncated triangles of varying dimensions.

Conditions that allowed us to visualize the

nucleation process on the nanoscale could not

be identified (fig. S2). Similar results were

observed when microcontact printing with a

polydimethylsiloxane (PDMS) stamp was used

to crystallize PLH on mica (24).

The data strongly suggest a tip-modulated

crystallization process that controls the deliv-

ery of the molecules and subsequently the

kinetics of crystal growth. The primary role of

the tip is in controlling the location of crys-

tallization and a heavy concentration of the

crystallizing PLH. The scan direction does not

substantially affect the growth process or the

orientation of the crystals. Furthermore, the

rate of increase for the edge length is substan-

tially faster than that for the thickness. This can

be attributed, in part, to the strong electrostatic

PLH molecule-substrate interaction (vide

infra) that accelerates the growth of the crystal

2

c

d 3

5 64

1 1 µm

a

b

Fig. 1. Panels 1 to 6 show a series of 8-by-8-mm 3D topographic AFM images of mica taken at 256-s
intervals (relative humidity, 30%; temperature, 20-C), obtained by continuously scanning an AFM
tip coated with PLH molecules in tapping mode (scan rate, 2 Hz). Crystals (labeled as a, b, c, and d)
were chosen for kinetic studies. PLH triangles with edge lengths ranging from 100 nm to 10 mm and
with heights from 5 to 50 nm were generated. The size of the crystals can be controlled by varying
the relative humidity. Lower humidities favor the formation of smaller triangles.

Fig. 2. (A) The edge length and
(B) the height of PLH prisms a to d
shown in Fig. 1 plotted as a func-
tion of number of raster scans.
Error bars show mean T SD.
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along its edges. In addition, because of the thin

nature of these structures, the number of

molecules required to increase the height of a

triangle is larger than the number required to

extend their edge lengths. This area effect on

growth rate is exacerbated as the crystals grow.

Another notable feature of this process is that

all of the prisms grow in one of two ori-

entations that differ by a 180- rotation, which

indicates oriented epitaxial growth of the PLH

crystals with respect to the underlying pseudo-

hexagonal two-dimensional (2D) lattice of

the mica surface (25). Indeed, control

experiments involving the deposition of

PLH on silicon, silicon oxide, highly ordered

pyrolytic graphite, and amine-terminated

mica substrates do not yield triangular-

shaped structures (figs. S3 and S4).

Optical microscopy and single-crystal

XRD of the mica substrate with back-reflection

Laue and single-crystal diffraction methods

were employed to determine the crystallo-

graphic orientations of the prisms relative to

the substrate. These experiments revealed that

the two opposing prism orientations aligned

with the mica E100^ direction as shown in Fig.

3, A and B, and matched the 2D symmetry of

the mica surface (26). Consistent with the

characterization of the triangular structures as

crystals of PLH, drying them results in

substantial water loss and morphological

change. After drying in air at 20-C for 20

min, the triangular features transformed into

uniform triangular frames that maintained an

epitaxial relationship with the underlying

mica lattice (Fig. 3C). An analysis of the

volumes of filled triangles and their cor-

responding frame structures shows that water

makes up about 60% of their volume.

To show that the triangular structures are

indeed crystals and to gain a better under-

standing of their structure and relationship

with the underlying mica substrate, single-

crystal oscillation XRD patterns were col-

lected in a grazing-incidence geometry at the

Advanced Photon Source 5ID-C undulator

beamline with the use of a five-circle Huber

diffractometer and a MAR 2D charge-coupled

device (CCD) area detector (27). The PLH

1-by-1-mm2 area on the mica surface was

aligned with the x-ray beam and diffractome-

ter center by observing the Br Ka fluorescence

signal from the PLH with an energy-dispersive

solid-state x-ray detector. Two separate sets

of oscillation patterns were collected from

the same sample under identical conditions:

one set from the bare mica (i.e., no Br Ka
fluorescence) and the other set from the

PLH-covered mica. The f rotational axis of

the diffractometer was laser aligned with the

mica c* axis Ei.e., perpendicular to (001)

cleavage face^. The total contiguous and

identical rotational range used for each of

the two data sets shown in Fig. 3D is 50-. This

is the sum of 50 separate 20-s exposures, each

taken over a 1- range in f. The directly mea-

sured reciprocal-space coordinates in terms of

scattering vector vertical component (Q
V

)

versus horizontal (Q
H

) for the 2D diffraction

pattern in Fig. 3D were produced by con-

verting the (x, z) pixel coordinate of each peak

that appeared in the set of CCD frames. The

circles in Fig. 3D were observed diffraction

spots in both sets (bare and PLH-covered

mica) of data and are (hkl) indexed consistent

with the monoclinic 2M
1
-muscovite reciprocal

lattice. The triangles in Fig. 3D, which were

diffraction spots only observed within the

PLH set of oscillation patterns, have (hkl)

indices that are noninteger, inconsistent with

muscovite, and therefore originating from the

PLH triangular prisms (table S1). Typical

diffraction spots for a particular f collected in

the CCD camera are shown in the inset of

Fig. 3D. Each diffraction spot occurs only at a

particular 1- interval of f. This indicates that

the prisms grown on mica are single crystal

3

7

1  mn007 2 4

5 6 8

3

7

Fig. 4. Panels 1 to 8 show the AFM observed phase transformation of triangular prisms into cubes
on mica. Images were taken at 256-s intervals by continuously scanning an AFM tip coated with
PLH molecules in tapping mode (scan rate, 2 Hz). The relative humidity was 15% and the
temperature was 35-C. The field of panel 2 is slightly offset because of thermal drift.
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Fig. 3. (A) Dark-field light-scattering image of triangular crystals grown by means of the DPN
method. (Inset) Laue pattern of the mica substrate. (B) Surface arrangement of the uppermost
oxygen layer for cleaved mica. Triangles with edge lengths of 9.04 Å show the proposed ar-
rangements of the prisms on the oxygen layer with solid or dashed lines indicating two possible
orientations for the PLH prisms. (C) Dark-field light-scattering image of triangles upon drying in air
for 20 min. (D) Single-crystal XRD data from mica (circles) and PLH prisms (triangles labeled a
through h). QH and QV are the horizontal and vertical components of the scattering vector,
respectively. Each column of mica diffraction spots has the same (h, k) indices. Each individual spot is
marked with the corresponding l index. (Inset) A typical CCD image. In this frame, the mica (0 4 6)
diffraction spot and the PLH prism diffraction spot labeled e appear.
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with a lattice that has an in-plane orientational

epitaxy with the underlying mica lattice. The

only reason x-ray analysis can be carried out

on these structures is because we are able to

signal average over a large collection of

prisms that are aligned with one another and

epitaxially arranged on the mica support.

This approach to controlling and mon-

itoring the kinetics of crystal growth can be

used to study environment-imposed changes in

crystal morphology (28). Subtle changes in

temperature markedly affect the growth of the

crystals and the observed morphology of

the crystals ultimately formed. Indeed, when

the temperature is increased to 35-C, cubic-

shaped features emerge at the edges of the

prisms while scanning the crystals that were

preformed at lower temperature with the PLH-

coated AFM tip (Fig. 4). This morphological

change is very reproducible and always was

induced at the corners or edges of the starting

triangular crystals.

This study provides an approach for site-

specifically initiating crystal growth on the

nanometer-length scale in a way that allows

one to monitor growth from crystal seed to

more mature structures as a function of en-

vironmental conditions (fig. S5). The size of the

smallest crystal observed and studied in these

experiments (d in Fig. 1) is five orders of mag-

nitude smaller than what could be studied by

single-crystal XRD techniques, allowing one

to observe morphological changes that would

typically go undetected in an x-ray study that

focuses on larger structures. Finally, growing

crystals of macromolecules is not a trivial

process. DPN is now a massively parallel tool

(16, 29, 30), suggesting that this study may

open the door for creating combinatorial

approaches to identifying the proper condi-

tions to initiate a particular type of crystal

growth for a given set of target molecules.
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The Climate Change Commitment
T. M. L. Wigley

Even if atmospheric composition were fixed today, global-mean tempera-
ture and sea level rise would continue due to oceanic thermal inertia. These
constant-composition (CC) commitments and their uncertainties are quanti-
fied. Constant-emissions (CE) commitments are also considered. The CC warm-
ing commitment could exceed 1-C. The CE warming commitment is 2- to 6-C
by the year 2400. For sea level rise, the CC commitment is 10 centimeters
per century (extreme range approximately 1 to 30 centimeters per century)
and the CE commitment is 25 centimeters per century (7 to 50 centimeters
per century). Avoiding these changes requires, eventually, a reduction in
emissions to substantially below present levels. For sea level rise, a sub-
stantial long-term commitment may be impossible to avoid.

Oceanic thermal inertia causes climate change

to lag behind any changes in external forcing

and causes the response to be damped relative

to the asymptotic equilibrium response (1–3).

Because of this lag or damping effect, and

because of the changes in atmospheric compo-

sition (and radiative forcing) that have already

occurred, the climate system will continue to

change for many decades (centuries for sea

level) even in the absence of future changes in

atmospheric composition. For global-mean tem-

perature, this is referred to as the Bunrealized

warming[ (2), Bresidual warming[ (4), or

Bcommitted warming[ (5). Here, I use the term

Bwarming commitment[ or, to include sea level

rise (6, 7), Bclimate change commitment.[
The assumption of constant atmospheric

composition on which the warming commit-

ment idea is based is clearly unrealistic, even

as an extreme case of what might happen in

the future. An alternative indicator of the

commitment to climate change is to assume

that the emissions (rather than concentrations)

of radiatively important species will remain

constant. This Report investigates the constant-

composition (CC) warming and sea level

commitments, the constant-emissions (CE)

commitments, and the uncertainties in each.

Uncertainties arise from uncertainties in the

climate sensitivity (2, 4), the rate of ocean heat

uptake (2), the magnitude of past forcing, and

the ice melt contribution to sea level change.

The usual (or Bequilibrium[) CC warming

commitment at time t is the difference be-

tween the equilibrium warming for forcing

at this time (DT
e
) and the corresponding real-

ized warming (DT
r
), DT

e
– DT

r
. This is related

to the Bradiation-imbalance[ concept (8, 9).

If DQ is the forcing to date, and if DQ
r

is the

forcing that gives an equilibrium warming of

DT
r
, then the radiation imbalance is DQ –

DQ
r
EDQ – DQ

r
is approximately equal to the

flux of heat into the ocean (9)^. Hence

DTe Y DTr 0 ðDQ Y DQrÞðDT2�=DQ2�Þ

where DQ2� is the radiative forcing for a

CO
2

doubling (about 3.7 W/m2) and DT2� is

the corresponding equilibrium global-mean

warming. A central estimate of DQ (account-

ing for both natural and anthropogenic forc-

ings) is about 1.7 W/m2, whereas DT
r

is about
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