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INTRODUCTION

With a penetration depth ranging from microns to millimeters, Ångstrom-wavelength X-rays are an ideal probe for studying atomic-scale buried structures found in the natural environment, such as impurities in minerals and adsorbed ions at mineral-water interfaces. But this penetration depth also makes an X-ray beam inherently less useful as a spatially localized probe. Using the superposition of two coherently coupled X-ray beams, however, makes it possible to localize the X-ray intensity into interference fringes of an X-ray standing wave (XSW) field, as illustrated in Figure 1, and thereby attain a spatially localized periodic probe with a length scale equivalent to the XSW period. The XSW period is

\[ D = \frac{\lambda}{2\sin \theta} = \frac{1}{Q} \]  

(1)

where \( \lambda \) is the X-ray wavelength and \( 2\theta \) is the scattering angle or angle separation between the two coherently coupled wave vectors \( K_R \) and \( K_0 \). In reciprocal space, the

Figure 1. Top: A standing wave field formed from the superposition of two traveling plane waves of wavelength \( \lambda \) and intersection angle (scattering angle) \( 2\theta \). The standing wave period is \( D \) as defined in Equation (1). Bottom: The two traveling planes waves are represented in reciprocal space by wave vectors \( K_0 \) and \( K_R \). \( K_0 = K_R = 1/\lambda \). The standing wave is defined by standing-wave vector \( Q \) defined in Equation (2).
scattering vector, or wave vector transfer, is defined as

\[ \mathbf{Q} = \mathbf{K}_R - \mathbf{K}_0 \]  

(2)

\( \mathbf{Q} \) is in the direction perpendicular to the equal-intensity planes of the XSW and has a magnitude that is the reciprocal of \( D \). Thus, \( \mathbf{Q} \) is also referred to as the standing wave vector.

An X-ray standing wave can be used as an atom-specific probe via the photoelectric effect, which can be observed by photoelectron emission, fluorescence, or Auger electron emission. There are a number of mechanisms for generating an XSW. The simplest and perhaps most practical method for producing an XSW is by reflection, in which case the superposition of the reflected and incident X-ray plane waves gives rise to the standing wave. This two-beam reflection condition can be produced by (1) strong Bragg diffraction from a single crystal, (2) strong Bragg diffraction from a periodically layered synthetic microstructure, (3) total external reflection (TER) from an X-ray mirror, or (4) weak kinematical Bragg diffraction from a single-crystal thin film.

As an element-sensitive high-resolution structural probe, the XSW technique has been used in the past two decades to investigate a wide range of surface, interface, and thin film structures. These include semiconductor, metal, and oxide surfaces; electrochemical interfaces; and organic membranes. In this article, we present an introduction to the basic principles of the major types of XSW techniques. We will discuss how the XSW phase is directly linked to the substrate reflecting lattice planes or interfaces and can thereby be used to directly determine the positions of the selected elements relative to these substrate planes. We will discuss the experimental aspects of the XSW method, focusing on single-crystal diffraction XSW at a synchrotron radiation source. We will then describe advances in XSW applications in geochemistry and environmental science. These include four areas of structural investigations: impurity structures in minerals, aqueous ion adsorption and incorporation at mineral surfaces, metal distribution in organic membranes and organic matter at solid surfaces, and the electrical double-layer structure at water-solid interfaces.

### X-Ray Standing Waves

**By Bragg Diffraction from a Single Crystal**

The most commonly used means for generating an X-ray standing wave is the use of strong Bragg diffraction from a single-crystal. In 1964, using Bragg diffraction from a Ge crystal, Batterman (1964) made the first observation of the XSW effect—an angularly modulated Ge fluorescence yield across the reflection. He then used this fluorescence anomaly to locate As impurity atom sites within a Si crystal (Batterman 1969). Later, Golovchenko and coworkers realized that the XSW field generated inside the crystal extended above the crystal surface and used the XSW to determine the crystallographic registration of adsorbate atoms with respect to the underlying substrate lattice (Cowan et al. 1980; Golovchenko et al. 1982). These experiments are the early demonstrations of what has now become an established technique for atomic-resolution surface science.

**The X-ray standing wave field**

Following the observations of Batterman, a quantitative explanation of the fluorescence yield has been based on the dynamical diffraction theory of von Laue and Ewald (Laue 1960). The formal theory for the Bragg diffraction XSW technique has been described by Afanas’ev et al. (1978), Takahashi and Kikuta (1979), Hertel et al. (1985) and Bedzyk and Materlik (1985), as well as in a review by Zegenhagen (1993). The theory of dynamical X-ray diffraction has been reviewed by Laue (1960), Batterman and
Consider the two-beam Bragg diffraction condition described in Figure 2; the incident and the Bragg-diffracted X-ray plane waves are as follows

\[
\mathbf{E}_0(r,t) = E_0 \exp\left[-2\pi i (\mathbf{K}_0 \cdot \mathbf{r} - \nu t)\right]
\]
\[
\mathbf{E}_H(r,t) = E_H \exp\left[-2\pi i (\mathbf{K}_H \cdot \mathbf{r} - \nu t)\right]
\]

Here \( E_0 \) and \( E_H \) are the complex amplitudes associated with the incident and diffracted X-ray plane-waves, \( \mathbf{K}_0 \) and \( \mathbf{K}_H \) are the respective complex wave vectors inside the crystal, and \( \nu \) is the X-ray frequency. The two wave vectors are coupled according to the Laue condition, with

\[
H = \mathbf{K}_H - \mathbf{K}_0
\]

where \( H = ha^* + kb^* + lc^* \) is the reciprocal lattice vector. The scalar equivalent of the Laue condition reduces to Bragg's law

\[
\lambda = 2d_H \sin \theta_B
\]

where \( d_H \) is the lattice spacing of the \( hkl \) crystal diffraction planes and \( \theta_B \) is the geometrical Bragg angle. The interference between the incident and diffracted plane waves results in the formation of X-ray standing wave fields within the crystal and above its surface.
waves results in a standing-wave field. The normalized intensity of the total E-field that
gives rise to the XSW field is
\[ I(\theta, r) = \frac{|E_0 + E_H|^2}{|E_0|^2} \]
\[ = \left[ 1 + R(\theta) + 2\sqrt{R(\theta)} \cos(\nu(\theta) - 2\pi H \cdot r) \right] \times \begin{cases} 1 & \text{above the surface} \\ \frac{1}{e^{-\mu_0(\theta)z}} & \text{at depth } z \text{ below surface} \end{cases} \] (6)
where the reflectivity \( R \) is related to the E-field amplitude ratio as
\[ R = \frac{|E_H|^2}{|E_0|^2} \] (7)
and the XSW phase, \( \nu \), is identical to the relative phase between the two E-field amplitudes
\[ \frac{E_H}{E_0} = \frac{|E_H|}{|E_0|} \exp(i\nu) \] (8)

From Equations (1) and (5), one can conclude that for Bragg diffraction the XSW periodicity is equal to the lattice \( d \)-spacing of the \( H = hkl \) diffraction planes; that is, \( D = d_H \).

In the following discussion, we will assume the most common case of \( \sigma \)-polarized symmetrical Bragg diffraction from a semi-infinite crystal with \( 1^\circ < \theta_B < 89^\circ \). Figure 2 shows the case of \( \sigma \)-polarization with the vector directions of the two E-fields pointing perpendicular to the scattering plane defined by the two wave vectors. The incident and exit angles of the two wave vectors with respect to the surface are equivalent for a symmetric reflection.

From dynamical diffraction theory (Batterman and Cole 1964), the E-field amplitude ratio is defined as
\[ \frac{E_H}{E_0} = -\frac{F_H}{\sqrt{F_H F_0}} \left( \eta \pm \sqrt{\eta^2 - 1} \right) \] (9)
where \( F_H \) and \( F_\bar{H} \) are the \( H \) and \( -H \) structure factors (see chapter by Fenter, in this volume, for a definition of \( F_H \)), and \( \eta \) is a normalized, dimensionless complex angular parameter defined as
\[ \eta = -\Delta \theta \sin(2\theta_B) + \frac{\Gamma F_0}{\Gamma \sqrt{F_H F_0}} \] (10)
In this equation, \( \Delta \theta = \theta - \theta_B \) is the relative incident angle. \( \Gamma = (r_e^2)/(\pi V_c) \) is a scaling factor, where \( r_e = 2.818 \times 10^{-5} \) Å is the classical electron radius and \( V_c \) is the volume of the unit cell (uc). (To separate the real and the imaginary parts of a complex quantity \( A \), we use the notation \( A = A' + iA'' \), where \( A' \) and \( A'' \) are real quantities.) From Equations (7), (9), and (10), it can be shown that the reflectivity approaches unity over a very small arc-second angular width \( \omega \), defined as
\[ \omega = \Delta \theta_{\eta = -1} - \Delta \theta_{\eta = 1} = \frac{2\Gamma \sqrt{F_H' F_\bar{H}' + F_0'^2 - F_H' F_0'^2}}{\sin 2\theta_B} \] (11)
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This is the “Darwin width” of the reflectivity curve or “rocking curve.”

From dynamical diffraction theory, the relative phase, \( v \), of the standing wave field decreases by \( \pi \) radians as the incident angle is scanned from the low-angle side to the high-angle side of the rocking curve (i.e., from \( \eta' = 1 \) to \( \eta' = -1 \)). According to Equation (6), this causes the standing-wave antinodal planes to move by a distance of \( \frac{1}{2} d_H \) in the \( -H \) direction, as illustrated in Figure 3. Also from Equation (6), if \( R = 1 \), the intensity at the antinode is four-times the incident intensity, \( |E_0|^2 \), and there is zero intensity at the node. The case of \( I = 4 \) at the antinode assumes that the field is being examined above the surface or at a shallow depth where \( \exp(-\mu z) \approx 1 \).

The Darwin width, \( \omega \), is dependent on both the structure factors and the wavelength (or energy \( E_\gamma \)) of the incident X-ray beam. For a typical low-index strong Bragg reflection from a mineral crystal \( \omega \) is within the range of 5 to 100 microradians (\( \mu \)rad) for X-rays within the range of \( E_\gamma = 5 \) keV to 20 keV. The bottom portion of Figure 4 shows a calculated rocking curve \( R(\theta) \) (according to Eqn. 7, 9 and 10) and the corresponding phase \( v \) (according to Eqn. 8) for the calcite (10 14) Bragg reflection at \( E_\gamma = 13.8 \) keV. In this case, \( \omega = 20.0 \) \( \mu \)rad = 4.12 arc-sec. Semi-empirically the full-width at half-maximum is FWHM = 1.2 \( \omega \). Notice that the center of the rocking curve is shifted slightly above the geometrical Bragg angle \( \theta_B \) by \( \approx 22 \) \( \mu \)rad. This shift is the result of refraction at the crystal-air interface. In general, this shift is \( \Delta \theta = \Gamma F_0^2 / \sin 2\theta_B \). The asymmetry in the reflectivity curve, namely the slight diminishing from \( R = 1 \) as the angle is increased through the strong Bragg condition, is due to the movement of the XSW. On the high-angle side the XSW antinodes align with the strong X-ray absorption planes in the crystal. Therefore absorption is higher than average on the high-angle side and weaker on the low-angle side.

Figure 3. A schematic illustration depicting the spatial relationship between the Bragg diffraction generated XSW and the diffraction planes. The XSW antinodal planes are parallel to the diffraction planes and have the same periodicity. Advancing in angle through the strong Bragg diffraction condition (Bragg band-gap) causes the XSW to phase shift inward by \( d_H / 2 \). (a) On the low-angle side of the Bragg reflection, the XSW nodal planes are aligned with the diffraction planes. (b) On the high-angle side of the Bragg reflection, the antinodal planes are aligned with the diffraction planes. The position of the diffraction planes relative to the bulk lattice are defined by the maxima in the real part of the \( H^0 \) Fourier component of the effective electron density (see, for example, Bedzyk and Materlik, 1985).
The exponential damping factor in Equation (6) accounts for attenuation effects within the crystal, in which case the effective absorption coefficient is defined as

$$
\mu_e(\theta) = \frac{\mu_0}{\sin \theta_g} \left[ 1 + \frac{F'_{\eta}}{F'_0} \left( \frac{E_{\eta}}{E_0} \right)'' + \frac{F''_{\eta}}{F''_0} \left( \frac{E_{\eta}}{E_0} \right)' \right]
$$

(12)

where

$$
\mu_0 = \frac{2\pi}{\lambda} \Gamma F''_0
$$

is the linear absorption coefficient. The second and third terms in Equation (12) account for the extinction effect that strongly limits the X-ray penetration depth $1/\mu_e$ for a strong Bragg reflection. For example, the penetration depth for 13.8 keV X-rays at the calcite (10\text{14}) Bragg reflection goes from 35 \(\mu\text{m}\) at off-Bragg conditions to 0.71 \(\mu\text{m}\) at the center of the Bragg rocking curve. This minimum penetration depth or extinction length is
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XSW-induced yields from photo-effect

The XSW field established inside the crystal and above the crystal surface induces photoelectron emission from atoms within the field. The excited atoms (ions), in turn, emit characteristic fluorescence X-rays and Auger electrons. In the dipole approximation, the photoelectric effect cross section is proportional to the \( E \)-field intensity at the center of the atom. (It is necessary to consider higher-order multi-pole terms in the photoelectric cross-section under special conditions, as discussed by Fischer et al. (1998) and Schreiber et al. (2001). For this review, we will assume the dipole approximation.) Therefore, with the XSW intensity from Equation (6), the normalized X-ray fluorescence yield is defined as

\[
Y(\theta) = \int I(\theta, r) \rho(r) \exp[-\mu_f(\theta) z] dr
\]  

where \( \rho(r) \) is the normalized fluorescent atom distribution, and \( \mu_f(\theta) \) is the effective absorption coefficient for the emitted fluorescent X-rays which is dependent on their takeoff angle, \( \alpha \). Upon integration, the normalized XSW yield is given as

\[
Y(\theta) = \left[ 1 + R(\theta) + 2\sqrt{R(\theta)} f_{H} \cos\left(\nu(\theta) - 2\pi P_{H}\right) \right] Z(\theta)
\]

where the parameters \( f_{H} \) and \( P_{H} \) are the coherent fraction and coherent position, respectively. They are the amplitude and phase of the \( H \)-th order Fourier component of the normalized distribution function

\[
F_{H} = \int \rho(r) \exp(2\pi i H \cdot r) dr = f_{H} \exp(2\pi i P_{H})
\]

\( Z(\theta) \) is the effective-thickness factor, which will be discussed below. \( Z(\theta) = 1 \) for atoms above the surface of the crystal. \( Z(\theta) \sim 1 \) at a depth much less than the extinction depth.

Equation (15) is the working equation for the Bragg diffraction XSW technique. In an XSW experiment, the reflectivity rocking curve \( R(\theta) \) and the fluorescence yield \( Y(\theta) \) are acquired simultaneously while scanning through the desired Bragg reflection of the sample crystal. Then, a rocking curve calculated according to dynamical diffraction theory is fitted to the experimentally measured \( R(\theta) \) to calibrate the angle scale. The best-fit rocking curve is then used for fitting Equation (15) to the measured \( Y(\theta) \). From this fit, the coherent fraction \( f_{H} \) and the coherent position \( P_{H} \) are obtained. The off-Bragg yield, which is also obtained from the fit to the measured data, is used for overall normalization of the yield, which gives the fluorescent atom concentration or surface coverage. In the top portion of Figure 4, calculated \( Y(\theta) \) curves are shown for \( Z(\theta) = 1 \); \( f_{H} = 1 \); and \( P_{H} = 0.0, 0.2, 0.4, 0.6, \) and \( 0.8 \), respectively. These calculated curves are for the calcite \((10\overline{1}4)\) reflection at \( E_\gamma = 13.8 \) keV. The marked change in the functional form of \( Y(\theta) \) for each increment of 0.2 in \( d \)-spacing is the basis for the reliability of the Bragg diffraction XSW as a high-resolution structural probe.

The XSW structural information about the fluorescent atom is contained in \( f_{H} \) and \( P_{H} \), which, as they are obtained from Equation (15), are model-independent quantities. If a set of \( f_{H} \) and \( P_{H} \) values is acquired up to a sufficiently high order of \( H \), based on Equation (16), the distribution \( \rho(r) \) of each fluorescent atomic species can be synthesized directly by the Fourier summation

\[
\rho(r) = \sum_{H} f_{H} \exp\left[2\pi i (P_{H} - H \cdot r)\right] = 1 + 2 \sum_{H \neq 0} f_{H} \cos\left[2\pi (P_{H} - H \cdot r)\right]
\]
The above simplification to a summation of cosine terms makes use of the following: \( f_0 = 1; \ f_H = f_H^*; \) and \( P_H = -P_H^* \).

Unlike conventional diffraction methods, the XSW method does not lose phase information and can therefore be used directly to map the direct-space structure from the set of Fourier coefficients collected in reciprocal space. The XSW measurement does not lose phase information, because the detector of the \( E \)-field is the fluorescent atom itself, lying within the spatial region where the fields interfere coherently with each other. In contrast, in conventional diffraction measurements the relative phase between the diffracted and incident fields is lost, because the intensities of the fields are detected far from this region of coherent spatial overlap.

Obtaining real-space \( \rho(r) \) by direct Fourier inversion (Eqn. 17) has recently been experimentally demonstrated with the case of lattice and impurity atoms in muscovite (Cheng et al. 2002). This newly developed XSW direct-space imaging method, when combined with the high intensity and special optics available at the APS stations described later in this chapter, should prove to be very powerful when trying to resolve 3D multiple-site bulk atom and surface adsorbate structures. Although \( f_H \) and \( P_H \) are model independent, up until now the XSW analysis has relied on simple models to interpret the small set of \( f_H \) and \( P_H \) values. If the model is inconsistent and/or the surface structure proves to be more complicated, it is now practical to make more \( hkl \) measurements, apply this XSW direct-space method and skip over the simple model interpretation step. From the \( \sim 1 \) Å resolution 3D image a new more complicated model should emerge that when fitted to the data should give high-resolution (\( \pm 0.02 \)Å) adsorbate-site positions.

In the typical practice of the XSW technique, however, only a limited set of \( hkl \) measurements is taken, and the analysis resorts to comparing the measured \( f_H \) and \( P_H \) values to those predicted by various competing structural models. The procedures of structural analysis using \( f_H \) and \( P_H \) will be described in more detail in a later section of this chapter. It should be stressed that the Bragg XSW positional information acquired is in the same absolute coordinate system as used for describing the substrate unit cell. This unit cell and its origin were previously chosen when the structure factors \( F_H \) and \( F_H^* \) where calculated and used in Equations (9), (10), and (12). As previously derived and experimentally proven (Bedzyk and Materlik 1985), the phase of the XSW is directly linked to the phase of the structure factor. This is an essential feature of the XSW method that makes it unique; namely, it does not suffer from the well known “phase problem” of X-ray diffraction.

**Extinction effect and evanescent-wave emission**

The effective-thickness factor \( Z(\theta) \) in Equation (15) accounts for the \( \theta \) dependence of the penetration depth of the primary X-ray field (extinction effect) in conjunction with the escape depth, \( \Lambda \), of the out-going secondary fluorescence X-rays. For atoms at the crystal surface (e.g., adsorbates) or at a depth much smaller than the extinction depth, the effective-thickness factor is constant at \( Z(\theta) = 1 \). For atoms evenly distributed throughout the semi-infinite crystal

\[
Z(\theta) = \frac{\mu_e(\sin \theta_H)^{-1} + \mu_f(\alpha)}{\mu_e(\theta) + \mu_f(\alpha)}
\]  

(18)

where \( \mu_e(\theta) \) is the effective absorption coefficient of the incident X-rays (Eqn. 12) and \( \mu_f(\alpha) \) is the effective absorption coefficient of the outgoing fluorescence X-rays from the crystal at takeoff angle \( \alpha \). To achieve surface sensitivity of substrate atoms, it is
possible to reduce $\alpha$ to a value approaching the critical angle of the fluorescence X-rays. Under such conditions, $\mu_f(\alpha)$ dominates over $\mu_z(\theta)$ in Equation (18) and therefore the effective thickness factor is constant at $Z(\theta) = 1$. This is the evanescent-wave emission effect observed by Becker et al. (1983). The value of $\mu_f(\alpha)$ is dependent on the wavelength $\lambda_f$ of the fluorescence and the index of refraction calculated at $\lambda = \lambda_f$. The index of refraction is

$$n = 1 - \delta - i\beta$$

(19)

where

$$\delta = \frac{1}{2\pi} \frac{N_e r_e \lambda^2}{\lambda_f} = \frac{1}{2} \Gamma F_0'$$

(20)

and $N_e$ is the effective electron density of the refractive medium. From the index of refraction, $\mu_f(\alpha)$ can be obtained as

$$\mu_f(\alpha) = \frac{2\sqrt{2\pi}}{\lambda_f} \left[ \sqrt{(2\delta - \alpha^2)^2 + 4\beta^2 + 2\delta - \alpha^2} \right]^{1/2}$$

(21)

At takeoff angles much greater than the critical angle (i.e., $\alpha \gg \sqrt{2\delta}$), $\mu_f = \mu_0 / \sin\alpha$. Below the critical angle, the escape depth $\Lambda = \mu_f^{-1}$ approaches $\frac{1}{4} (N_e r_e)^{1/2}$.

The evanescent-wave emission effect can be used to remove the extinction effect of bulk fluorescence in XSW experiments (Lee et al. 1996). Consider the case of 3.69-keV Ca K\textalpha fluorescence X-rays emitted from calcite. For CaCO$_3$ at this energy $\delta = 3.97 \times 10^{-5}$, $\beta = 6.84 \times 10^{-6}$, and the critical angle $\alpha_c = 0.51^\circ$. Figure 5a shows the corresponding takeoff angle dependence of the escape depth $\Lambda$. At takeoff angles below $\alpha_c$, the escape depth is ~33 Å. Figure 5b shows the angle $\theta$ dependence of the reflectivity and Ca K\textalpha signals that were collected while scanning through the CaCO$_3$ (10\overline{1}4) Bragg peak. The standing wave effect in the bulk Ca K\textalpha signal is compared to calculated yield curves (Eqn. 15) for takeoff angles 0.25°, 1.3°, 7°, and 15°, respectively. To completely eliminate the extinction effect, one would ideally acquire the fluorescence at $\alpha < \alpha_c$, but this requires high-precision apparatus. Alternatively, one may acquire data just above the sharp rise in the escape curve, for example at 1.3°, as the data were taken for this example. At much higher $\alpha$, for example 15°, the extinction effect begins to dominate over the standing wave effect and one begins to lose phase (positional) sensitivity.

**Structure determination using coherent fraction and coherent position**

The coherent fraction $f_H$ is a measure of the spatial distribution of the fluorescent atoms. For simplicity, it is useful to subdivide $f_H$ into three factors:

$$f_H = Ca_H D_H .$$

(22)

In this definition, $C$ is the ordered fraction, $a_H$ is the geometrical factor, and $D_H$ is the Debye-Waller factor. All three factors range in value from 0 to 1.

To explain these quantities, consider the general case of a discrete atom distribution with $N$ different unit cell position vectors $r_j = x_j a + y_j b + z_j c$ for the same fluorescent atom, plus an added random distribution of the same atoms. The ordered fraction $C$ is the fraction of the atoms in the distribution that are coherently located or are crystallographically registered with the substrate crystal lattice. If the atoms’ occupation fractions for the ordered positions are $c_1, c_2, \ldots, c_N$, respectively, the ordered fraction is
The geometrical factor \( a_H \) is the modulus of the normalized geometrical structure factor \( S_H \) for the ordered fluorescent-selected atoms:

\[
S_H = \frac{1}{C} \sum_{j=1}^{N} c_j \exp\left(2\pi i \mathbf{H} \cdot \mathbf{r}_j\right)
\]  (24)

Therefore, the geometrical factor is

\[
a_H = \frac{1}{C} \left| \sum_{j=1}^{N} c_j \exp\left(2\pi i \mathbf{H} \cdot \mathbf{r}_j\right) \right|
\]  (25)
The coherent position $P_H$ is the phase of $S_H$:
\[
P_H = \frac{1}{2\pi} \text{Arg} \left[ \sum_{j=1}^{N} c_j \exp \left( 2\pi i H \cdot r_j \right) \right]
\]  
(26)

Note that the origin for the set of $r_j$ (and therefore the origin of $P_H$) in the unit cell is the same origin that was arbitrarily chosen for generating the structure factor $F_{H}$ used in Equations (9) through (12). Consider the simplest case of one atom site, $N = 1$. In this case, $a_H = 1$, and $P_H$ is the projected $H \cdot r$ fractional $d$-spacing position of the atom site (Fig. 6). For the case of two atom sites of equal occupancy, where $N = 2$ and $c_1 = c_2$, the geometrical factor reduces to
\[
a_H = \left| \cos \left[ \pi H \cdot (r_1 - r_2) \right] \right|
\]  
(27)

The coherent position in this case is the averaged fractional $d$-spacing position of the two sites (Fig. 6). If the two equally occupied sites have a separation of exactly one-half of a $d$-spacing along a particular $H$, then $a_H = 0$ for that particular $H$; this is analogous to a forbidden reflection in crystallography.

In XSW analysis, the Debye-Waller factor $D_H$ accounts for the time-averaged spatial distribution due to thermally induced vibrations of the fluorescence-selected ordered atoms about their average lattice positions. In general, individual $D_H$ factors can be inserted into the sum that is used to define the geometrical factor (Eqn. 24). In addition to including the dynamic (thermal vibration) distribution, one can also include the static (spatial disordering) distribution. (Kazimirov et al. 1988) Generally, $D_H$ can be expressed in terms of the mean-square vibrational amplitude along the $H$ direction $\langle u_H^2 \rangle$, as
\[
D_H = \exp \left( -M \right) = \exp \left( -2\pi^2 \langle u_H^2 \rangle / d_H^2 \right)
\]  
(28)

The sensitivity of the Bragg diffraction XSW method for determining atomic

---

**Figure 6.** Comparison of two simple crystal adsorbate models: (Left) one adsorbate site and (Right) two equally occupied adsorbate sites on a crystal surface. Also shown are the corresponding calculations for the coherent positions and the geometrical factors. Both models have the same average adsorbate height relative to the bulk-like diffraction plane. The two-site model has a height difference of $2\Delta h$. 

One atom-site: $h$

- $p_H = h/d_H$
- $a_H = 1$

Two atom-sites: $h \pm \Delta h$

- $p_H = h/d_H$
- $a_H = \cos |[2\pi\Delta h/d_H]|$
positions is illustrated in Figure 4, where the fluorescence yields are calculated for a set of coherent positions that differ by a two-tenths of the \(d\)-spacing. This particular case is for an angle scan through the calcite (1014) Bragg reflection at \(E_\gamma = 13.8\) keV. For calcite, \(d_{1014} = 3.04\) Å, and therefore each 0.2 increment in \(P_H\) is equivalent to 0.61 Å. We have for convenience chosen to locate the origin of the calcite unit cell at the carbon atom site of the lattice. This illustration demonstrates the sensitive dependence of the functional form of \(Y(\theta)\) on the value of \(P_H\). This large change in \(Y(\theta)\) is caused by the change in the standing wave phase \(v(\theta)\). This phase sensitivity is the basis of the sub-Ångstrom spatial resolution of the Bragg diffraction XSW technique.

The XSW measurements are not restricted to being made along the surface-normal direction (i.e., \(H\) perpendicular to the crystal surface). They can be performed with respect to any sufficiently strong Bragg reflection of a crystal. A three-dimensional triangulation of the atom site can be obtained by combining XSW measurements by using three mutually non-collinear diffraction vectors. XSW triangulation was first demonstrated by Golovchenko et al. (1982). This is a powerful feature of the XSW technique in uniquely determining the lattice sites of a surface adsorbate or a bulk impurity. In triangulating an atom site, the point symmetry of the surface can often be used to reduce the number of required XSW measurements from three to two.

The Bragg diffraction XSW method has been used in many areas, perhaps most extensively in obtaining high-resolution adsorbate structures at semiconductor surfaces; much of this work is documented in the review by Zegenhagen (1993). In a later section of this chapter, we describe in detail the use of Bragg diffraction XSW in determining the surface structures of aqueous ions incorporated at the calcite (1014) surface.

“Ideal crystals” vs. “real crystals” in Bragg diffraction XSW

According to Equation (11), the intrinsic Darwin width for a typical strong Bragg diffraction peak in the reflection geometry is between 5 to 100 \(\mu\)rad. To produce useful quantitative information from an XSW measurement, the measured reflectivity curve should reasonably match the theory. Only a few exceptionally high quality crystals qualify as ideal crystals according this criterion; among them are Si, Ge, and calcite. Most real single crystals (such as orthoclase and muscovite) contain internal imperfections that result in mosaic spreads in their Bragg rocking curves that exceed their intrinsic Darwin widths. These mosaic spreads can reduce the reflected intensity and subsequently smear out the standing wave effect. For these real crystals, the reflectivity curves cannot be fitted directly to the ideal theoretical reflectivity described by Equation (15).

To make the Bragg diffraction XSW technique adaptable to applications on real crystals, a number of theoretical and experimental methods have been developed. The most formal method is the modification of the XSW theory to include the effect of crystal imperfection on Bragg diffraction. Such theories, however, involve additional complexity beyond the theory for ideal crystals and are beyond the scope of this article. Readers are referred to an updated review on this topic by Vartanyants and Kovalchuk (2001) for details.

On the other hand, one can make XSW applications under certain conditions where the stringent requirements of the conventional theory are relaxed. One of such condition is when a Bragg reflection occurs near the back-reflection geometry, typically when \(87^\circ < \theta_B < 90^\circ\). Under this condition, Equation (11) breaks down, and the intrinsic Darwin width is magnified to milliradians. Another condition is when the crystal is very thin; under this condition the kinematical theory can replace the dynamical theory in calculating Bragg reflection. Both of these special-cases, which will be discussed briefly below, are important alternatives when the conventional XSW technique cannot be applied.
An additional practical method for applying XSW to real crystals takes advantage of the high-brilliance of X-ray undulators at third-generation synchrotron sources. With such a source, sufficiently high X-ray intensities can be delivered with beams slitted down to as small as a 10 microns in cross section. Thus making it possible to illuminate one isolated perfect grain at the sample surface. With angular divergence matching the intrinsic Darwin width, this eliminates or significantly reduces the smearing effect of mosaic spread. Figure 7 compares the rocking curves of the muscovite (006) reflection taken at a conventional laboratory source and at an undulator synchrotron beamline. The laboratory data, taken with a larger beam size because of limited beam intensity, are not suitable for XSW analysis. The undulator data, taken with the beam dimension reduced by roughly an order of magnitude, is suitable for XSW analysis. Although the X-ray parameters are not identical for the two cases, it is clear that with reduced beam size many crystals can be suitable for XSW experiments.

**The special case of back-reflection XSW**

To produce XSW data that can be analyzed quantitatively by X-ray diffraction theory, it is necessary to achieve an analytically well-defined XSW field. A first test of meeting this condition is to determine if the angular dependence of the measured reflectivity curve closely matches the ideal reflectivity calculated with dynamical diffraction theory. This, of course, includes a convolution with the emittance function.
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**Figure 7.** Comparison of two measured muscovite rocking curves for the (006) Bragg reflection acquired by using (a, open circles) an undulator synchrotron beamline with a Si(111) monochromator at $E_\gamma = 7.4$ keV, and (b, solid circles) Cu $K\alpha_1$ X-rays from a Cu fixed-anode source ($E_\gamma = 8.04$ keV) followed by a Si(111) four-bounce high-resolution monochromator and high-resolution diffractometer. The difference between the two-curves is primarily due to the size of the incident beam slit, which is 0.2 mm × 0.05 mm for (a) and 2 mm × 1 mm for (b). Only a source with the brightness of the undulator could be slitted down to such a small size as for (a) and still has sufficient flux on the sample for XSW measurements. Also shown is the best fit to the rocking curve of (a) (solid line). At 7.4 keV, the Darwin width of Si(111) is ~37 µrad and that of the muscovite (006) is ~20 µrad.
from the upstream optics. The level of difficulty in meeting this challenge can be realized by noting that the natural Darwin width of 5 to 100 \( \mu \text{rad} \) is typically much smaller than the mosaic spread of typical crystals. One means of circumventing this problem is to use dynamical diffraction at Bragg angles approaching 90°. In this back-reflection geometry, the angular Darwin width is measured in milliradians instead of microradians.

For \( \theta_B > 88° \), the conventional dynamical diffraction theory breaks down. This is due to an approximation in the conventional theory that treats the spherical asymptotes of the dispersion surface in reciprocal space as planes. With an extended dynamical diffraction theory (Kohra and Matsushita 1972; Caticha and Caticha-Ellis 1982), the Bragg reflectivity and the standing wave \( E \)-field intensity can be properly described for \( 87° < \theta_B < 90° \). In this regime, the Bragg reflectivity has a much smaller energy width and a much broader angle width. The largest angle width occurs at a wavelength of

\[
\lambda_b = 2d \left( 1 - \frac{\Gamma(F'_0 - F'_H)}{2} \right)
\]

In this case, \( \Gamma = 4r_\epsilon d_H^2 (\pi V_c)^{-1} \). For wavelengths slightly smaller, the angular width can be expressed as

\[
\omega = \Delta \theta_{y=1} - \Delta \theta_{y=-1}
\]

where \( \Delta \theta_{y=1} \) and \( \Delta \theta_{y=-1} \) are the angular displacements from 90° of the low- and high-angle side of the strong Bragg diffraction condition, respectively. For a symmetric reflection,

\[
\Delta \theta_{y=\pm1} = \sqrt{2(1 - \sin \theta_B) - \Gamma(F'_0 - F'_H)}
\]

The back-reflection XSW technique has been used mostly on metal and oxide crystals, whose rocking curves often have angular mosaicity up to \( \sim 0.1° \). In application to mineral surfaces, the technique has also been used by Kendelewicz et al. (1998b) to study the exchange between Na and Pb in a Na overlayer on the PbS(100) surface. A review of the BRXSW technique was given by Woodruff (1998). Since the BRXSW method is employed at soft X-ray energies (typically from \( E_\gamma = 1 \) keV to 4 keV), it is not useful for \textit{in situ} studies of the mineral-fluid interface. However, the BRXSW is a very useful probe for UHV surface science measurements of adsorbed molecules on metal single crystal surfaces (Jones et al. 2002) and for site-specific valence-band photoemission studies developed by Woicik and coworkers (Woicik et al. 2001; Kim et al. 2002).

**The special case of thin-film Bragg diffraction XSW**

The development of Bragg diffraction XSW from thin films is partially driven by the fact that many crystals can be grown as high quality \( \mu \text{m} \)-thick films but not as large-size crystals. Similar to Bragg diffraction from a bulk crystal, Kazimirov et al. (1997) showed that Bragg diffraction from a crystalline thin film also generates an X-ray standing wave field. Because the thickness of the film is much less than the extinction depth of the incident X-rays, kinematical diffraction theory can be used as a good approximation to calculate the intensity of the field. The analytical procedure is fully analogous to that for bulk-reflection XSW. However, the small thickness also results in very weak reflectivity and consequently very weak angular modulation of the fluorescence yield from an atom within or above the film. Examples of the applications of the thin-film XSW applications include that of Kazimirov et al. (2000) in investigating rare-earth element positions in superconducting films and that of Bedzyk et al. (2000) in probing the polarity of ferroelectric PbTiO\(_3\) films deposited by chemical-vapor deposition on a SrTiO\(_3\)(001) substrate. One of the PbTiO\(_3\) films was only 100 Å thick which gave the theoretically
predicted peak reflectivity of only 0.02%. Consequently, the relative modulation in the XSW yield was 1%. To observe this very weak modulation and use it to quantify the polarity of the film required the collection of approximately $10^6$ Pb L$_\alpha$ fluorescents counts at each of fifty different angle positions of the scan through the (002) PbTiO$_3$ Bragg peak. It was possible to effectively produce this measurement by using a very intense X-ray undulator beam at the APS. This technique can be applied to high purity synthetic minerals, such as, hematite $\alpha$-Fe$_2$O$_3$ grown epitaxially on sapphire Al$_2$O$_3$(001).

X-RAY STANDING WAVES GENERATED BY TOTAL EXTERNAL REFLECTION

While a single-crystal XSW provides a high-resolution probe well-suited for atomic-scale structural determination, this XSW period is too small to profile larger, nanoscale structures—such as the diffuse ion distribution at the solid-liquid interface, where the Debye length is measured on a nanometer length scale. To extend the XSW technique to the nanoscale and beyond, two new, long-period XSW techniques were developed by Bedzyk and coworkers. These are XSW generated by total external reflection (TER) from a mirror surface (Bedzyk et al. 1989), which will be described in this section, and XSW generated by Bragg diffraction from a periodically layered synthetic microstructure (LSM) (Bedzyk et al. 1990), which will be described in the following section. Because the reflection condition in these two cases occurs at much smaller angles, the XSW period, $D$, is much longer. For TER, in particular, $D$ varies from 1 $\mu$m to 10 nm as $\theta$ increases through the TER condition.

XSW generated by total external reflection

During total external reflection the interference between the incident and the specularly reflected X-ray plane waves produces an X-ray standing wave above the mirror surface (Fig. 8). The nodal (and antinodal) planes of this periodic $E$-field intensity pattern are parallel to the surface and have a variable period of $D = \lambda/(2\sin \theta)$, as defined in Equation (1). The TER condition occurs between $\theta = 0$ and $\theta = \theta_c$, the critical angle. The corresponding XSW periods are very long, ranging from $D = \infty$ to $D = D_c = \lambda/2\theta_c$, the critical period. From Equation (19) and $\theta_c = 2\delta$, the critical period can be written as

$$D_c = \frac{1}{2} \sqrt{\frac{\pi}{N_e r_c}}$$

(32)

Aside from small anomalous dispersion effects, the critical period is wavelength independent. $D_c$ is a materials property dependent on the electron density, $N_e$. For a Au mirror $D_c = 80$ Å and for a Si mirror $D_c = 200$ Å.

The TER condition is the zeroth-order Bragg diffraction condition, or the condition when $H = 0$ and $d_H = \infty$. Therefore, the derivations from dynamical diffraction theory for Bragg diffraction can be applied to the case of TER by substituting $F_0$ for $F_H$. In which case, Equation (10) becomes

$$\eta = \eta' + i\eta'' = \frac{-2\theta^2 + \Gamma F_0}{\Gamma F_0}$$

(33)

with the substitutions

$$\eta' = 1 - 2x^2 \quad \text{and} \quad \eta'' = 2x^2y$$

(34)

where $x = \theta/\theta_c$ is the normalized angle parameter and $y = \beta/\delta = F_0''/F_0' \ll 1$ is the absorption factor. From Equation (9), the complex $E$-field amplitude ratio becomes
where $E_R$ is the complex amplitude of the reflected plane wave. This amplitude ratio is identical to that derived from classical Fresnel theory (Born et al. 1999). For the simple case of no absorption, where $\beta = 0$, the reflectivity is

$$R = \left| \frac{E_R}{E_0} \right|^2 = \left\{ \begin{array}{ll} 1, & 0 \leq x \leq 1 \\ 8x^4 - 8x^3\sqrt{x^2 - 1} + 4x\sqrt{x^2 - 1} - 8x^2 + 1, & x > 1 \end{array} \right.$$ (36)

and the phase is

$$\nu = \left\{ \begin{array}{ll} \cos^{-1}(2x^2 - 1), & 0 \leq x \leq 1 \\ 0, & x > 1 \end{array} \right.$$ (37)

Figure 9a shows the angular dependence of the reflectivity $R$ and phase $\nu$ based on Equations (36) and (37). The phase at the mirror surface decreases from $\pi$ to 0 as the mirror is tilted through the total reflection condition. Thus, at the mirror surface, where $z = 0$, the reflected plane wave is completely out of phase with the incident plane wave when $\theta = 0$. As the incident angle is increased, the phase decreases smoothly until it is completely in phase at $\theta = \theta_c$. Therefore, at $\theta = 0$, a standing wave node is at the mirror surface, and the first antinode is at infinity. As $\theta$ increases, the first antinode moves in from infinity toward the mirror surface, until it coincides with the mirror surface upon reaching $\theta = \theta_c$. At the same time, the second, third, and higher-order antinodes of the standing wave also move toward the surface, as the period $D$ decreases based on Equation (1).

The normalized $E$-field intensity above the mirror surface can be expressed as

$$I(\theta, z) = \frac{\left| E_0 + E_R \right|^2}{\left| E_0 \right|^2} = 1 + R + 2\sqrt{R} \cos(\nu - 2\pi Qz)$$ (38)
Figure 9b shows the angular dependence of the $E$-field intensity at $z = 0$ (the mirror surface) and at $z = 2D_c$. The fluorescence signal for an ideally narrow single atomic plane fixed at these heights would have the same angular dependence.

The normalized fluorescence yield from an arbitrary distribution of atoms $\rho(z)$ above the mirror surface can be obtained by integrating over all values of $z$:

$$Y(\theta) = \int_0^\infty I(\theta, z) \rho(z) \, dz$$

(39)

With $I(\theta, z)$ calculated with Equation (38), the atom distribution profile $\rho(z)$ can be obtained by assuming a modeled distribution and fitting it to the measured yield $Y(\theta)$. For the specific cases of $\delta$-function atom distributions in a plane at $z = xD_c$, there are $x + \frac{1}{2}$ modulations between $\theta = 0$ and $\theta = \theta_c$. The extra $\frac{1}{2}$ modulation is due to the $\pi$ phase shift in $v$.

With TER-XSW, we measure the Fourier transform of an atom distribution over a continuous range in $Q = 1/D$, with variable period $D$ ranging from roughly 100 Å to 1 µm. Therefore, TER-XSW is ideally suited to measure surface and interface structures of length scales in the range of 10 to 2000 Å.

The above treatment accurately describes the X-ray $E$-fields at and above the mirror surface for the simple case of one interface with vacuum (or air). To apply TER-XSW as a probe for studying liquid-solid interfacial structures or organic films deposited on a solid surface, it is necessary to include reflection, refraction, and absorption effects from the layers that lie between the substrate surface and the vacuum (or air). This can be accomplished by making use of the Parratt’s recursion formulation (Parratt 1954) to calculate the transmitted and reflected fields at any interface. These same fields can then...
be calculated at any point within the slab by appropriately accounting for the X-ray absorption and refraction effects on the fields as they travel from the interface to the point.

The TER-XSW method opens the possibility of using XSW to profile nanoscale metal structures and ion distributions above solid surfaces and at fluid-solid interfaces. Applications of TER-XSW have included direct observation of the diffuse electrical double layer at the charged membrane and electrolyte interfaces (Bedzyk et al. 1990; Wang et al. 2001), structural characterization of self-assembled organic monolayers (Lin et al. 1997), and determining metal ion partitioning at oxide-biofilm interfaces (Templeton et al. 2001). These applications are discussed later in this chapter.

**X-RAY STANDING WAVES FROM LAYERED SYNTHETIC MICROSTRUCTURES**

For Bragg diffraction purposes, a layered synthetic microstructure (LSM) is fabricated (typically by sputter deposition) to have a depth-periodic layered structure consisting of 10 to 200 layer pairs of alternating high- and low-electron density materials, such as W and Si (Bilderback et al. 1983). Sufficient uniformity in layer thickness is obtainable in the range between 10 and 100 Å ($d$-spacing of fundamental diffraction planes from 20 Å to 200 Å). Because of the rather low number of layer pairs that affect Bragg diffractions, these optical elements have a significantly wider energy band pass and angular reflection width than do single crystals. The required quality of a LSM is that experimental reflection curves compare well with dynamical diffraction theory, and peak reflectivities are as high as 80%. Therefore, a well-defined XSW can be generated and used to probe structures deposited on an LSM surface with a periodic scale equivalent to the rather large $d$-spacing. To a good approximation, the first-order Bragg diffraction planes coincide with the centers of the high-density layers of the LSM. Above the surface of the LSM, the XSW period is again defined by Equation (1). The reflectivity can be calculated by using Parratt’s recursion formulation (Parratt 1954). This same optical theory can be extended to allow the calculation of the $E$-field intensity at any position within any of the slabs over an extended angular range that includes TER. Then, Equation (39) is used to calculate the fluorescence yield. Later in this chapter, we describe the use of LSM-XSW method in determining ion distributions in organic films (Bedzyk et al. 1988). This technique was also used by for studies of electrochemical interfaces (Abruna et al. 1988; Bedzyk et al. 1986).

**EXPERIMENTAL CONSIDERATIONS OF X-RAY STANDING WAVE MEASUREMENTS**

The XSW technique is not exclusively a synchrotron-based technique; it can be performed with use of a conventional fixed-tube X-ray source or rotating anode. However, several practical considerations make it far more advantageous, and often essential, to perform these experiments at a synchrotron source. Some of these considerations are generally true for any X-ray experiment, while others are specific to the XSW techniques. These considerations are often of great practical importance in carrying out XSW experiments. We briefly discuss some of these factors, which include X-ray source brightness, tunability, and polarization.

The first factor has to do with the quality of the crystal for dynamical diffraction experiments. In the previous section we discussed the issue that most single crystals are not ideal but have defects that make them unsuitable for dynamical diffraction studies. To reduce the adverse smearing effect (angle averaging and therefore XSW phase averaging)
of mosaicity, one may use a micrometer-size beam so that only a single grain at the surface of the entire crystal is probed. With such a highly collimated, small beam, reasonable intensities are typically achievable only at undulator X-ray sources at third-generation synchrotrons. Another frequently essential property that a synchrotron source offers is the capability of tuning the incident X-rays to a desirable energy, so that in the X-ray fluorescence spectrum the emissions from the atoms of interest are clearly pronounced, while those that could detrimentally saturate the solid-state pulse-counting fluorescence detector can be excluded. A third synchrotron advantage is its high degree of linear polarization in the orbital plane. By aligning the fluorescence detector in the polarization direction, one strongly reduces the unwanted Compton and thermal diffuse scattering components from the fluorescence spectrum.

**XSW setup at the Advanced Photon Source**

In view of the considerations discussed above and in earlier sections, the primary qualities of an X-ray beam suitable for XSW experiments are its brilliance, energy tunability, and polarization. The XSW experiment with a submonolayer adsorbate coverage on a less than perfect single crystal is an experiment that can take full advantage of a high-brilliance undulator source because of the requirement to produce a very intense beam on a small spot with very high vertical angular collimation.

Zegenhagen (1993) gave detailed description of a bending magnet X-ray beamline dedicated to XSW experiments at the National Synchrotron Light Source. Many of the XSW experiments described later in this chapter were performed at this beamline. Most of the optical and detection elements, and the data acquisition procedures in this setup are typical of XSW experiments in general.

Here, we describe the setup for undulator beamlines 5ID-C and 12ID-D at the Advanced Photon Source (APS). (See Fig. 10) The undulator is an insertion device composed of a linear array of magnets with alternating polarities. The electron bunches circulating inside the synchrotron storage ring undergo horizontal oscillations while passing through the undulator. The radiation given off in successive oscillations interferes. This leads to peaks approximately 100 eV wide in the radiation spectrum, which are typically $10^3$ times more intense than the flux of a bending magnet beamline (Rivers, this volume). The peaks in the undulator spectrum can be tuned in energy conveniently by adjusting the undulator gap. Because of the high power density of the undulator beam, the Si(111) double-crystal beamline monochromator is cooled with liquid nitrogen. To filter out photons from higher-order harmonics (i.e., (333), (444), etc.) the angle of the second crystal of the Si(111) monochromator is typically detuned to 80% transmission. These harmonics can also be eliminated by an X-ray mirror set at an incident angle to reflect X-rays below a desired cutoff energy. At 5ID-C, for example, a pair of horizontally deflecting mirrors [just downstream of the high-heat load Si(111) monochromator] is used for harmonic rejection and for horizontal focusing. For single-crystal XSW measurements vertical focusing of the incident beam can introduce an unwanted vertical divergence, which will extend beyond the acceptance angle of the postmonochromator optics.

**The postmonochromator for XSW experiments**

The purpose of the postmonochromator optics for single-crystal Bragg XSW measurements is to ensure that the standing wave has a sufficiently high fringe visibility for making a high-resolution measurement of the coherent position. This is achieved by reducing angle-averaging and wavelength-averaging effects. The function of the postmonochromator is to prepare the incident beam with an angular emittance width that is 10% to 30% of the angular acceptance width of the sample, and to prevent (or dramatically
reduce) any wavelength spread from coupling into the angular acceptance of the sample. There are three typical postmonochromator solutions: (1) use of a grazing-incidence, asymmetric Bragg diffraction crystal with \( d \)-spacing matching the sample crystal reflection; (2) use of a dispersive pair of channel-cut crystals; and (3) use of a nondispersive pair of channel-cut crystals with \( d \)-spacing closely matching the sample crystal reflection.

The third option is used at 5ID-C and 12ID-D. The key components of the postmonochromator are shown in the design drawing in Figure 11. This design allows for remote controlled switching between three Si channel-cut pairs with \((hhh)\), \((hh0)\), and \((h00)\) reflections. Four ion chambers are used to monitor the X-ray beam intensity as it passes down the line through each optical element. The sample is held in the center of a four-circle diffractometer. The reflected beam intensity from the sample can be monitored by a fifth ion chamber (not shown in Fig. 11) or by a pulse-counting detector (such as a photodiode detector) mounted on the \(2\theta\) arm of the diffractometer. Angular motion for each channel-cut crystal at sub-\( \mu \)rad precision is achieved by a piezo-driven rotary stage with a flex-pivot torsion bearing. Each channel-cut crystal is stabilized by an error-integrating feedback loop of an electronic stabilizer unit (MOSTAB) (Krolzig et al. 1984). The MOSTAB unit allows the angular detuning between the two channel-cut crystals to be fixed at a desired setting. At 100% tuning (maximum transmission), the angular emittance width from the postmonochromator will be equivalent to the Darwin width of the selected \( hkl \) reflection from Si, as defined in Equation (11). For a 25% tuning, the emittance width will be 25% as wide.

With the above setup, along with microstepping motions for the sample, it is possible to obtain reflectivity curves that are as narrow as 5 \( \mu \)rad. Achieving this
performance requires highly perfect postmonochromator and sample crystals in strain-free mounts. It is also necessary to reduce mechanical vibrations and electronic noise. Usually, XSW data are acquired by accumulating repetitive scans through the rocking curve of the sample. A typical scan has 32 angle steps with a dwell time of 1 sec at each step. Long-term angular drift in the system is easily corrected within the XSW computer control program by measuring the centroid of the rocking curve after each XSW scan and adding this as an offset to the next scan. To perform the XSW scan, one can either scan the angle of the sample or scan the energy of the incident beam by scanning the angles of the postmonochromator channel cuts in unison. The latter method should be used only when the Darwin width of the sample is much smaller than that of the high-heat-load monochromator, in this case Si(111). The fluorescence slit shown in Figure 10 is an option that can be used to limit the emission takeoff angle, which can be crucial if surface sensitivity is required. The fluorescence detector is a Canberra multi-element Ultra LEGe array detector with a 25 μm Be window and a UHV interface option. An XIA DXP-4T digital X-ray processor spectroscopy system is used to pulse-height analyze the fluorescence emission. For a desired precision in the coherent position of ± 0.03 Å at a reasonably high coherent fraction, it is necessary to collect fluorescence counts until a relative counting statistical error of roughly 2% is achieved. If the background counts under the fluorescence peak are very low, this would correspond to collecting 2500 counts at each step of the scan or roughly $8 \times 10^4$ counts. As an example, for 1 ML or $5 \times 10^{14}$ cm$^{-2}$ of Zn at $E_\gamma = 10$ keV with only the Si(111) monochromator and no postmonochromator, the Zn $K_\alpha$ fluorescence count rate would be 10 cps at an unfocussed bend magnet and 10 kcps at the APS undulator.

As stated earlier, the postmonochromator optics should prepare the incident beam in a way that avoids angle and wavelength averaging effects that would smear (or reduce the fringe visibility of) the XSW. Figure 12a shows the $\lambda$ vs. $\theta$ DuMond diagram for the APS undulator source at $E_\gamma = 12.50$ keV, the Si(111) monochromator, and the pair of Si(004) postmonochromator reflections. The slanted stripes represent the conditions where Bragg diffraction is allowed on the basis of dynamical diffraction theory. The
slopes of the stripes are from the derivative of Bragg's law:

\[ \frac{\Delta \lambda}{\Delta \theta} = 2d_n \cos \theta_B \]  

The angular widths of the Bragg stripes are the respective Darwin widths, \( \omega \). The APS undulator source divergence of \( 2\sigma = 20 \) \( \mu \text{rad} \) is represented by the vertical stripe. The overlap between the undulator source, the Si(111), the first Si(004), and the detuned second Si(004) is indicated by the shaded area. This shaded area represents the beam emittance profile from the postmonochromator. Figures 12b and 12c compare this postmonochromator output to the acceptance of the symmetric Si(004) and Si(022) sample reflections, respectively, as the samples are scanned from the low-angle side to the high-angle side of the rocking curve. A slight amount of dispersion exists between the Si(004) channel-cuts and the Si(022) sample reflection, but this will not cause significant smearing since the small divergence of the undulator has produced a small wavelength width. However, more intensity with the same amount of phase resolution could be produced if a pair of Si(022) channel-cuts was used for the Si(022) sample reflection.

The inclusion of the extra optical elements (e.g., the four extra bounces from the two detuned channel-cut postmonochromator crystals) in the optical path while producing the desired effect of increasing the XSW phase (or atomic positional) resolution, come at the cost of reducing the X-ray intensity incident on the sample. Using Figure 12a one can visually estimate this effect by comparing the emittance from the second Si(004)
channel-cut (black area) to the emittance from the upstream Si(111) monochromator where it overlaps the undulator source divergence. Comparing the two areas gives an estimated transmission of 7% through the pair of detuned channel-cuts.

**LOCATING IMPURITY LATTICE SITES IN MINERALS WITH X-RAY STANDING WAVES**

**Impurities in minerals**

Impurities incorporated into minerals are important indicators of the geochronological history of the minerals and the environmental conditions during formation and growth (Ludwig et al. 1992; Brannon et al. 1996). Particularly important is the selective nature of atom or molecule incorporation, and how such selectivity is related to the lattice structure of the host mineral. Because the Bragg diffraction XSW technique gives the lattice position of an atom projected in the substrate unit cell, this technique is ideally suited for determining the lattice sites of bulk-incorporated impurities in a crystal. Combining this technique with polarization-dependent extended X-ray absorption fine structure spectroscopy (EXAFS), which probes the local structure surrounding the impurity, gives a complete picture of the impurity structure at atomic resolution.

**Mn$^{2+}$ lattice sites in calcite**

In calcite, divalent cations are commonly found as bulk impurities. Arguments that these impurities are substitutional (with Ca$^{2+}$) were previously based on (1) the fact that they are isovalent to Ca$^{2+}$ and (2) the EXAFS evidence that their near-neighbor bonding structures are identical to that of Ca$^{2+}$ (Pingitore et al. 1988; Reeder et al. 1999; Cheng et al. 2001). XSW was used to directly obtain the lattice site(s) of Mn$^{2+}$ in calcite, giving direct evidence that Mn$^{2+}$ is located at the Ca$^{2+}$ site (Qian et al. 1994; Cheng et al. 2001) (see Fig. 13). Quantitative comparisons in the Mn$^{2+}$ impurity structures with those in pure
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Ionic (i.e., KCl) and pure covalent (GaAs) crystals suggests that the large relaxations at the calcite impurity sites can be attributed to the flexibility in intramolecular relaxation of the first-neighbor \( \text{CO}_3^{2-} \) anions. This implies that the calcite structure possesses a high flexibility, or compliance, for accommodating impurities and it makes ion adsorption on the calcite surface an important process, because such a surface impurity could in fact be the initial stage in potential incorporation of impurities into the crystal bulk.

**Phengitic ion sites in muscovite**

Phengitic cations substituted at the octahedral sites of muscovite are the principal elemental variations from end-member muscovite. The major phengitic cations include Mg, Mn, Fe, and Ti. Their presence and concentrations as impurities in muscovite are considered evidence of metamorphic conditions during rock formation (Guidotti 1984). In addition to the octahedral sites, these and other ions are expected to substitute at other sites of muscovite to achieve bulk charge balance. The determination of impurity ion sites in muscovite has traditionally relied on optical spectroscopy. Although much is known, many details are not fully resolved.

By locating the lattice sites, the Bragg diffraction XSW technique offers an entirely different, structurally more direct approach for determining the lattice-sites of the impurities. In a recent experiment, a set of (00\( l \)) XSW measurements were made of a muscovite sample to locate the positions of Mn, Fe, and Ti substituting ions within the tetrahedral-octahedral-tetrahedral layer and the interlayer space (Cheng et al. 2002). All three impurity ions were found to be located at the position of the octahedral site.

**ION ADSORPTION STRUCTURES AT MINERAL SURFACES WITH X-RAY STANDING WAVES**

**Ion adsorption at the calcite-water interface**

The adsorption of trace aqueous ions at the calcite-water interface is one of the most intensely studied mineral-water interfacial processes. A goal of these studies is to achieve a molecular-scale understanding of the interfacial transport process and the factors that control it. Such understanding has great implications for a wide range of geochemical and environmental processes, most notably in toxic metal transport in groundwater and soils. Traditional methods for studying aqueous ion adsorption rely mostly on solution concentration measurements on batch powder samples. These methods address the issue of adsorption through its dependence on solution thermodynamics, but they are unable to probe adsorption in relation to mineral surface structures. The structural dependence of ion incorporation in calcite and other minerals is a well-accepted concept that is explained quantitatively, for example, in the case of Mn\( ^{2+} \) in calcite (Cheng et al. 2001; see discussion in previous section). Surface selectivity in ion adsorption based on structural compatibility is now recognized as a key criterion determining whether adsorption will occur.

The coherently adsorbed ions—those crystallographically registered with the surface lattice—are of primary importance in an adsorption event. This is because these ions, initially incorporated as a part of a surface solid solution, have the potential through subsequent overlayer growth to become a part of a bulk solid solution. The otavite-calcite solid-solution growth on calcite (1014) observed with X-ray diffraction by Chiarello et al. (1997) is an example of such growth. This growth leads to the retention of ions as bulk impurities, with the potential for future release if the chemistry of the solution undergoes substantial change.

To address the issue of coherent adsorption at the calcite-water interface, a series of
Bragg diffraction XSW studies has been carried out on the ions’ structural registration with the calcite surface lattice (Qian et al. 1994; Sturchio et al. 1997; Cheng at al. 1997 1998, 1999, 2000; Cheng 1998). To date the most systematic and extensive series of XSW technique applications to a molecular geochemical or environmental system, it covers the adsorption of the monatomic cations Co2+, Ni2+, Cu2+, Zn2+, Pb2+, and Cd2+; the molecular anions AsO32−, SeO32−, and CrO42−; and the molecular cation UO22+. In many cases, polarization-dependent EXAFS or surface crystal truncation rod experiments were performed to complement the XSW results. These studies are summarized in Table 1 and are described below. The structure of the calcite (1014) surface in water is shown in the atomic force microscopy (AFM) image in Figure 14; the structure has been investigated by AFM (Ohnesorge and Binnig 1993; Liang et al. 1996) and X-ray reflectivity (Chiarello and Sturchio 1995; Fenter et al. 2000a).

**Cation adsorption on calcite**

Isomorphic substitution is the predominant mechanism of trace cation incorporation at the water-calcite interface. These adsorption studies therefore focus on cations that are isovalent to Ca2+, beginning with cations associated with carbonates of the calcite

**Table 1.** Summary of XSW studies of aqueous ion adsorption at the calcite (1014) surface: the adsorbate ions’ coherent coverage, coherent fractions and coherent positions. \( \Theta_c = f_{1014} \cdot 1 \text{ ML} \) corresponds to the (1014) planar density of Ca2+ ions.

<table>
<thead>
<tr>
<th>Adsorbate ion</th>
<th>Coherent coverage ( \Theta_c [\text{ML}] )</th>
<th>Lattice plane</th>
<th>Coherent fraction ( f_H )</th>
<th>Coherent position ( P_H )</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Cations</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Co(^{2+})</td>
<td>0.09</td>
<td>10(\bar{4})</td>
<td>0.65(2)</td>
<td>0.89(1)</td>
<td>(1)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>01(\bar{8})</td>
<td>0.45(2)</td>
<td>0.88(1)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>22(04)</td>
<td>0.36(2)</td>
<td>0.87(1)</td>
<td></td>
</tr>
<tr>
<td>Ni(^{2+})</td>
<td>~0.1</td>
<td>10(\bar{4})</td>
<td>0.41(2)</td>
<td>0.88(1)</td>
<td>(2)</td>
</tr>
<tr>
<td>Cu(^{2+})</td>
<td>~0.09</td>
<td>10(\bar{4})</td>
<td>0.60(2)</td>
<td>0.86(1)</td>
<td>(2)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>20(28)</td>
<td>0.58(2)</td>
<td>0.71(2)</td>
<td></td>
</tr>
<tr>
<td>Zn(^{2+})</td>
<td>0.09</td>
<td>10(\bar{4})</td>
<td>0.77(1)</td>
<td>0.87(1)</td>
<td>(4)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>00(06)</td>
<td>0.51(2)</td>
<td>0.45(2)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>02(24)</td>
<td>0.61(2)</td>
<td>0.85(3)</td>
<td></td>
</tr>
<tr>
<td>Cd(^{2+})</td>
<td>~0.1</td>
<td>10(\bar{4})</td>
<td>0.99(3)</td>
<td>1.00(1)</td>
<td>(3)</td>
</tr>
<tr>
<td>Pb(^{2+})</td>
<td>0.05</td>
<td>10(\bar{4})</td>
<td>0.59(2)</td>
<td>1.00(1)</td>
<td>(5),(6)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>00(06)</td>
<td>0.64(3)</td>
<td>0.52(2)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>02(24)</td>
<td>0.63(1)</td>
<td>0.99(1)</td>
<td></td>
</tr>
<tr>
<td>UO(_2^{2+})</td>
<td>~0.05</td>
<td>10(\bar{4})</td>
<td>0.14-0.65</td>
<td>0.84(2)</td>
<td>(7)</td>
</tr>
<tr>
<td><strong>Anions</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Se(_2O_3^{2-})</td>
<td>0.06</td>
<td>10(\bar{4})</td>
<td>0.77(5)</td>
<td>0.18(2)</td>
<td>(8)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>00(06)</td>
<td>0.74(15)</td>
<td>0.22(4)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>11(20)</td>
<td>0.40(6)</td>
<td>0.99(3)</td>
<td></td>
</tr>
<tr>
<td>As(_2O_3^{2-})</td>
<td>~0.05</td>
<td>10(\bar{4})</td>
<td>0.62(3)</td>
<td>0.15(2)</td>
<td>(9)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>00(06)</td>
<td>0.50(10)</td>
<td>0.27(6)</td>
<td></td>
</tr>
<tr>
<td>Cr(_2O_4^{2-})</td>
<td>~0.1</td>
<td>10(\bar{4})</td>
<td>0.44(2)</td>
<td>0.03(2)</td>
<td>(2),(3)</td>
</tr>
</tbody>
</table>

structure and extending to cations associated with carbonates of the aragonite structure.

**Cobalt (II).** XSW measurements on Co\(^{2+}\) adsorbed at the calcite (10\(\overline{1}4\)) surface were made with respect to the (10\(\overline{1}4\)), (2\(\overline{2}04\)) and (01\(\overline{1}8\)) Bragg reflections of calcite (Cheng et al. 2000). The XSW results are shown in Figure 15. The crystallographic ordering of the adsorbed Co\(^{2+}\) is revealed by the relatively high coherent-fraction values measured in all three (non-colinear) directions. Each of the three coherent positions gives the Co\(^{2+}\) lattice site(s) viewed in that direction as \(h_H = d_H \times P_H\). For example, with respect to the (10\(\overline{1}4\)) lattice, the Co\(^{2+}\) ion is located at a height 3.04 Å × 0.89 = 2.70 Å above the plane. The intersection of the three positions gives the three-dimensional location of the Co\(^{2+}\) adsorbate relative to the calcite lattice. These XSW data provide an atomic-scale structural model of the Co\(^{2+}\) adsorbate structure, as shown in Figure 16. The model shows that Co\(^{2+}\) is located at the Ca\(^{2+}\) site, giving quantitative structural evidence that this adsorption is substitutional. The model further reveals that the Co\(^{2+}\) adsorbate is slightly relaxed from the ideal Ca\(^{2+}\) position. This relaxation can be explained quantitatively as being along the vertical Co-O direction. Accordingly, this relaxation is attributed to the result of surface truncation and to the smaller size of Co\(^{2+}\) in comparison to Ca\(^{2+}\). (The Co-O distance in CoCO\(_3\) is 2.11 Å, while the Ca-O distance in calcite is 2.35 Å).

Additionally, polarization-dependent surface EXAFS reveals that the Co\(^{2+}\) adsorbate maintains an octahedral coordination with neighboring oxygen atoms. This observation suggests that, in addition to the four CO\(_3\)^{2−} in the plane and the one below, another species is bonded to the surface Co\(^{2+}\) above the plane. The Co-O nearest-neighbor distance is 2.11 Å, as in CoCO\(_3\). Putting together XSW and EXAFS data, while maintaining an octahedral coordination, reduces the radius of the Co\(^{2+}\) coordination sphere compared to that of Ca\(^{2+}\), and relaxes its center, as shown in Figure 17. The Co\(^{2+}\) ions are incorporated in the calcite (10\(\overline{1}4\)) surface lattice, forming a dilute two-dimensional solid solution of Ca\(_{0.9}\)Co\(_{0.1}\)CO\(_3\).

**Nickel(II).** From similarity in the sizes of Ni\(^{2+}\) to Co\(^{2+}\), one expects these cations to have similar adsorption structures on calcite. XSW made with respect to the (10\(\overline{1}4\)) planes showed that the Ni\(^{2+}\) adsorbate is located 2.7 Å above the (10\(1\)) plane. In-plane surface EXAFS measurements on the Ni\(^{2+}\) adsorbates showed a first-neighbor Ni-O distance identical to that in NiCO\(_3\) (Cheng 1998).

**Copper(II).** The Cu\(^{2+}\) ion has a unique electronic structure that causes its nearest-neighbor coordination structure to undergo Jahn-Teller distortion, splitting the usually equidistant octahedral neighbors into four closer equatorial neighbors and two more...
X-ray Standing Wave Studies

The distinction of the Cu$^{2+}$ structure from that of the other common divalent metals is reflected in both the amorphous phase and the bulk crystalline phase of Cu$^{2+}$ salts. However, the effect of the distorted nearest-neighbor shell of the Cu$^{2+}$ ion on its incorporation at the calcite surface and the ordering and local bonding structure of the resultant incorporation structure are not known. XSW measurements on Cu$^{2+}$ adsorbed at the calcite (10\(\overline{4}\)) surface were made respect to the (10\(\overline{4}\)) and (20\(\overline{2}\)) lattice planes (Cheng 1998). The results reveal that the Cu$^{2+}$ adsorbate is located at a height of 2.7 Å above the (10\(\overline{4}\)) lattice, an incorporation
structure very similar to that of other divalent cations of similar size. This observation indicates that the distorted near-neighbor structure of Cu\(^{2+}\) does not noticeably affect its incorporation into the calcite surface or the site of incorporation.

**Zinc (II).** XSW triangulation on Zn\(^{2+}\) ion adsorption site at the calcite (1014) surface was made with respect to the (1014), (0006), and (0224) Bragg reflections (Cheng et al. 1997). As for Co\(^{2+}\), the high coherent fractions indicate that the Zn\(^{2+}\) adsorbates are well registered with the calcite surface lattice. And again, the structural model based on the coherent positions reveals that the adsorbed Zn\(^{2+}\) is located at the surface Ca\(^{2+}\) site, with its center slightly displaced from that of the ideal Ca\(^{2+}\) along the vertical Zn-O direction. The height of Zn\(^{2+}\) measured from the (1014) lattice plane, for
example, is \( h = 2.64 \pm 0.03 \) Å. In-plane EXAFS measurements made on the Zn\(^{2+}\) adsorbate showed that the Zn-O nearest-neighbor distance is 2.11 ± 0.01 Å, as in ZnCO\(_3\), and the in-plane coordination number is 3.8 ± 0.7. Therefore, the local bonding structure of the Zn\(^{2+}\) adsorbate is also similar to that of Co\(^{2+}\).

Cd\(^{2+}\). In ionic size, Cd\(^{2+}\) is most similar to Ca\(^{2+}\) among divalent cations with carbonates of the calcite structure. XSW measurements on Cd\(^{2+}\) adsorbed at the calcite (10\(\bar{1}\)4) surface were made with respect to the (10\(\bar{1}\)4) reflection (Cheng et al., unpublished). This result reveals a highly ordered adsorbate at a position identical to that of ideal Ca\(^{2+}\). This high degree of ordering is perhaps related to the close size similarity between Cd\(^{2+}\) and Ca\(^{2+}\) (ionic radii: Cd\(^{2+}\), \(r = 0.97\) Å; Ca\(^{2+}\), \(r = 0.99\) Å), which makes the incorporation structurally more compatible. This adsorbate structure is the initial stage of the three-dimensional Cd\(_x\)Ca\(_{1-x}\)CO\(_3\) solid solution phase observed in the X-ray diffraction studies of Chiarello et al. (1997).

Pb\(^{2+}\). XSW triangulation of Pb\(^{2+}\) adsorbed at the calcite (10\(\bar{1}\)4) surface was performed with respect to the (10\(\bar{1}\)4), (0006), and (0224) Bragg reflections (Qian et al. 1994; Sturchio et al. 1997). Again, high coherent fractions were observed in all three directions, indicating that the Pb\(^{2+}\), despite the fact that its carbonate is of the aragonite structure, can become incorporated at the calcite surface lattice. From the triangulation based on the coherent positions, the site of Pb\(^{2+}\) is within uncertainties that of the ideal Ca\(^{2+}\). This exact matching in the site initially appears to be surprising. However, the absence of noticeable relaxation of the Pb\(^{2+}\) position can be explained by a likely structural scenario in which a vertical expansion due to the larger size of the Pb\(^{2+}\) ion (Pb\(^{2+}\): \(r = 1.21\) Å; Ca\(^{2+}\): \(r = 0.99\) Å) almost exactly cancels the relaxation due to surface truncation.

Several additional measurements were made on the Pb\(^{2+}\) adsorption surface. First, comparison between in situ and ex situ XSW show identical results (Sturchio et al. 1997). Second, in-plane EXAFS measurements of the Pb\(^{2+}\) adsorbate showed that its nearest-neighbor Pb-O distance is 2.69 ± 0.03 Å, as in PbCO\(_3\) (Cheng 1998). Finally, specular X-ray crystal truncation rod measurements were also made to determine independently at

---

**Figure 17.** Side view of the structural model describing the site and the local bonding structure of Co\(^{2+}\) incorporated at the calcite (10\(\bar{1}\)4) surface according to XSW and polarization-dependent EXAFS results. Reprinted with permission from Cheng et al. (2000). Copyright 2000 by the American Physical Society.
which surface lattice layer (or layers) the Pb$^{2+}$ ions are incorporated. The analysis concluded that the Pb$^{2+}$ ions are mostly incorporated within the topmost monolayer of the calcite (1014) surface lattice (Sturchio et al. 1997).

Molecular anion adsorption on calcite

For adsorption of monatomic cations, the factor of structural compatibility can be described by a single parameter—the ionic radii. In contrast, structural compatibility for molecular anions involves consideration of the geometric shape of the ions. Oxyanions having the stoichiometric forms $BO_3^{2-}$ and $BO_4^{2+}$ are among the principal aqueous-phase species containing environmentally and geochemically important elements (e.g., National Research Council 1983). In order of increasing difference in molecular geometry from the $CO_3^{2-}$ ion are the planar triangular anions (i.e., $NO_3^{2-}$, $PO_3^{2-}$), the pyramidal anions (i.e., $AsO_3^{2-}$, $SeO_3^{2-}$), and the tetrahedral anions (i.e., $AsO_4^{2-}$, $SeO_4^{2-}$, and $CrO_4^{2-}$) (Evans 1964).

Arsenite. The XSW measurements on $AsO_3^{2-}$ adsorbed at the calcite (1014) surface were made with respect to the (1014) and (0006) reflections of calcite (Cheng et al. 1999). The data are shown in Figure 18. High coherent fractions of the As atom were observed in both directions. From the coherent positions, the projected heights of the As atom relative to the (1014) and the (0006) planes are $0.46 \pm 0.06$ Å and $0.76 \pm 0.17$ Å, respectively. (The ideal position of C in $CO_3^{2-}$ projects zero length in both directions.)

According to these projected heights of the As atom, a molecular structural model was constructed for $AsO_3^{2-}$ adsorbed on the calcite surface, as shown in Figure 19. In the model, the intersecting point of the two projected positions gives the As site. Because the calcite (1014) surface has twofold symmetry in the direction normal to the plane of view of the model, the projected height of the As atom in the direction perpendicular to the plane of view is zero. This model gives quantitative structural evidence that the adsorbed $AsO_3^{2-}$ substitutes at the $CO_3^{2-}$ site. Furthermore, the measured height of the As position above the $CO_3^{2-}$ plane is roughly consistent with the projected height of the As apex above the O basal plane in the pyramidal $AsO_3^{2-}$ anion. Therefore, it can be further inferred that the $AsO_3^{2-}$ substitution has the specific molecular orientation that the basal O plane overlaps that of $CO_3^{2-}$, with the apical As pointing in the +[0001] direction of calcite. After $AsO_3^{2-}$ incorporation, the calcite surface can be described as a dilute two-dimensional solid solution of the chemical form $Ca(AsO_3)_{x}(CO_3)_{1-x}$.

Selenite. The XSW measurements of the adsorption of $SeO_3^{2-}$ on the calcite (1014) surface were made with respect to the (1014), (0006), and (1120) reflections of calcite (Cheng et al. 1997). The result of $SeO_3^{2-}$ adsorption is analogous to that of $AsO_3^{2-}$. Considering the geometric similarity of these two oxyanions, their similar adsorption structures are quite expected. The exact position of the Se atom located by the intersection of these three heights is displaced from the ideal C position along the +[0001] direction by $0.63 \pm 0.11$ Å, similar to the $AsO_3^{2-}$ model. A similar explanation based the molecular geometry applies. For the $SeO_3^{2-}$ anions, the distance between the apical Se and the O basal plane is typically $0.75$ Å. This is within uncertainty in agreement with the measured value. Therefore, as for $AsO_3^{2-}$, a plausible adsorption structure of $SeO_3^{2-}$ derived from the XSW measurements indicates that $SeO_3^{2-}$ substitutes for $CO_3^{2-}$, with a preferred orientation such that the Se apex points outward from the crystal.

Chromate. The XSW measurements of $CrO_4^{2-}$ adsorption on the calcite (1014) surface were made with respect to the (1014) and (0006) reflections (Cheng 1998). From the average measured coherent positions, the Cr atom is located with a displacement relative to the ideal C position of $-0.12$ Å normal to the (1014) plane. This position is
consistent with a CrO$_4^{2-}$ substituting at the CO$_3^{2-}$ site. Although the CrO$_4^{2-}$ ion is relatively large in volume, its O basal plane (side length: 2.61 Å) is only moderately larger than the CO$_3^{2-}$ plane (side length: 2.22 Å). Therefore, the substitution structure is not surprising.

**Uranyl adsorption on calcite**

The UO$_2^{2+}$ ion has a O-U-O linear geometry, with a U-O distance of 1.8 Å. Unlike the monatomic cations and molecular anions whose structural conformities with their respective counterpart in calcite lead to substitutional incorporation, the UO$_2^{2+}$ ion does not fit in size and shape to the Ca$_{2+}$ site. Despite this structural dissimilarity, recent EXAFS analyses suggest that UO$_2^{2+}$ substitutes at the Ca$_{2+}$ site (Kelly et al. 2002). These findings support the notion that calcite, as a molecular ionic crystal, possesses large structural flexibility in accommodating ions of dissimilar geometries (Cheng et al. 2001).
Bragg diffraction XSW measurements were made of uranyl adsorbed on calcite (10\(\bar{1}4\)) from a pH ~ 10.5 solution (Sturchio et al. 2001). The coherent fractions obtained range from 0.14 to 0.65. The lower values of the coherent fractions may imply adsorption at multiple sites, although the highest value indicates a high probability of adsorption at a single dominant site. The mean value of the measured coherent position in all measurements was 0.84 ± 0.02. This position was independent of dissolved U(VI) concentration, and corresponds to a distance between the U atom and the calcite (10\(\bar{1}4\)) plane of 2.55 ± 0.06 Å. These results are consistent with U(VI) adsorption at the calcite surface mainly as a monodentate inner-sphere uranyl-carbonate surface complex. Steric considerations imply that the observed U(VI) surface complex may occur both at edge sites (\(<441>_<\) and \(<48\bar{1}>_<\)) and on terrace areas adjacent to Ca vacancies.

**PROBING METAL DISTRIBUTIONS IN ORGANIC FILMS WITH X-RAY STANDING WAVES**

Metal in organic films at mineral surfaces

Natural organic matter from biosynthesis and biodegradation is ubiquitous in natural aqueous environments. Common examples of natural organic materials are extracellular polymeric matrices (biofilms) generated by bacteria, hydrocarbons from industrial effluents and fossil fuel products, and numerous humic substances. Because of their hydrophobicity, natural organic materials have low solubility in water and tend to accumulate at solid surfaces. As a result, in groundwater and soils, mineral surfaces are commonly coated with organic films.

The presence of organic films at the mineral-water interface complicates the
interactions of metal ions with mineral surfaces. The organic films may in some cases inhibit metal-mineral interactions by blocking the reactive surface sites of the mineral surfaces. Certain functional groups in the organic films may form stable complexes with aqueous metals, causing the films to act as sinks for certain geochemically and environmentally critical trace elements, very much as minerals do.

In a sense, metal-mineral surface interactions and metal-organic film interaction compete at natural mineral-water interfaces. The first-order information needed to understand the role of the organic films in mineral-aqueous metal interactions is a map of the partitioning of metals at the organic-mineral interface.

The capabilities of TER-XSW and LSM-XSW in profiling metal distribution from 50 to 1000 Å above a surface offer a unique method for directly determining metal ion partitioning at mineral-organic film-aqueous interfaces. In this section, we discuss experiments using long-period XSW to locate the metal distribution in model organic films on solid surfaces, including Langmuir-Blodgett trilayers and self-assembled monolayers and multilayers (SAMs). These model film systems are analogous to organic films on mineral surfaces, and the approaches employed in these studies are directly applicable to mineral-organic film studies. We also discuss recent experiments in which TER-XSW techniques were applied to investigate the Pb$^{2+}$ distribution at metal oxide-biofilm interfaces.

**Zn$^{2+}$ in a Langmuir-Blodgett multilayer**

Bedzyk et al. (1989) used TER-XSW to locate the Zn atom layer in a Langmuir-Blodgett (LB) multilayer. The Zn atom layer was embedded in the top bilayer of the LB multilayer deposited on a gold mirror surface (Fig. 20). In this experiment, three full oscillations in the Zn Kα fluorescence yield (Fig. 20b) occurred before the gold critical angle was reached (Fig. 20a). As described above in the TER-XSW section this indicates that the Zn layer was at $z = 2.5 \, D_c = 200$ Å. This was more precisely determined to be 218 Å by using a $\chi^2$ fit of the data to theoretical yields based on a layered model. From this fit, it was determined that the $2\sigma$ thickness of the Zn layer was 24 Å. After annealing to 105°C the Zn oscillations (Fig. 20c) were substantially smeared out, indicating that the Zn layer was no longer confined to such a narrow layer.

Thermally induced dynamical behavior of the Zn layer in the same membrane system was studied with long-period XSW generated by Bragg diffraction from LSM (Bedzyk et al. 1988) (see Fig. 21). In this case, the LB trilayer of Zn and Cd arachidate was deposited on an LSM consisting of 200 W/Si layer pairs with periodicity of 25 Å. Bragg-reflection and TER-XSW scans for Zn fluorescence were made at temperatures between 35°C and 140°C. Figure 22 shows the Bragg reflectivity and Zn K fluorescence modulations. The measured coherent positions for the Cd layer indicated that the thickness of the top Si layer of the LSM had been reduced from 18.75 Å to 9.8 Å by a surface-cleaning process. The Cd position in the LB film was unaffected by heating and cooling. This was, however, not the case for Zn. Initially, at 34°C, the Zn layer was located 53.4 Å above the LSM surface. Figure 22 shows the evolution of the Zn fluorescence as temperature was raised from 34°C to 100°C. Over this temperature change, the peak of the Zn fluorescence signal shifted progressively from the low-angle side to the high-angle side of the Bragg reflection. This corresponds to a movement of the Zn layer by almost one-half of the 25-Å LSM $d$-spacing. As the temperature was raised further, from 100°C to 110°C, the peak in Zn fluorescence shifted back toward the low-angle side, indicating that the Zn layer had moved either farther from the surface by $\sim \frac{1}{4}d$ or toward the surface by $\sim \frac{3}{4}d$. The TER-XSW measurement showed that the latter was the case.
Long-period XSW has been applied by Lin et al. (1997) to locate the position and ordering of Br$^-$ ions within the self-assembled organic monolayers and multilayers (SAMs). In these studies, three sets of SAM samples were examined—a (3-bromopropyl)trichlorosilane monolayer, an octachlorotrisiloxane-capped (3-bromopropyl)trichlorosilane monolayer, and a trilayer-coupled multilayer (Fig. 23). These organic structures were adsorbed on a surface of a Si/Mo LSM, and both TER-XSW and LSM-XSW measurements were made. The results are shown in Figure 24. For the monolayer sample, the LSM-XSW coherent position and fraction reveal that the Br$^-$ ions were located at a mean height of 10 Å above the surface, with a Gaussian distribution width of 7.3 Å. This height is in agreement with the thickness of the monolayer (~10 Å), and the distribution width is attributed to the surface roughness (~6 Å). For the capped trilayer sample, the coherent fraction and position remain unchanged, indicating that the self-assembly produces ordered superlattice structures. For the coupled
trilayer sample, the XSW results showed that the Br⁻ ion in the upper layer is located at a height of 48.8 Å with a Gaussian width of 10.4 Å.

These direct structural measurements using TER-XSW and LSM-XSW provide quantification to the location and ordering of the Br⁻ ions in the SAMs in the surface-normal direction to a precision of 0.1 Å.

**Pb²⁺ partitioning at biofilm-oxide interfaces**

The TER-XSW method has recently been applied by Templeton et al. (2001) to (1) investigate the partitioning of Pb²⁺ sorbed at the biofilm-hematite (α-Fe₂O₃) and the biofilm-corundum (α-Al₂O₃) interfaces and (2) determine how surface-bound bacteria affect the adsorption of metal ions at oxide surfaces. The TER-XSW measurements were made on α-Fe₂O₃ (0001) and on α-Al₂O₃ (0001) and (1̅1̅0̅2) surfaces coated with a gram-negative chemo-organotrophic bacterium and exposed to pH 6 solutions having dilute Pb²⁺ concentrations.

The data were interpreted by assuming a simple two-component model for Pb²⁺ distribution, in which Pb²⁺ occurs at the crystal surface and within the biofilm. The fit to the XSW fluorescence yield allows differentiation between Pb²⁺ located at the crystal
surface and Pb\(^{2+}\) within the overlying biofilm (Fig. 25). For the two \(\alpha\)-Al\(_2\)O\(_3\) surfaces, Pb\(^{2+}\) coverage on the biofilm-coated surfaces was similar to that on the biofilm-free surfaces. The inference is that the biofilms had not severely altered the reactivity of the surfaces by passivating their reactive sites (Trainer et al. 2002).

**PROFILING THE ELECTRICAL DOUBLE LAYER STRUCTURE WITH X-RAY STANDING WAVES**

The electrical double layer at the solid-water interface

Analytical models of double layer structures originated roughly a century ago, based on the theoretical work of Helmholtz, Gouy, Chapman, and Stern. In Figure 26, these idealized double-layer models are compared. The Helmholtz model (Fig. 26a) treats the interfacial region as equivalent to a parallel-plate capacitor, with one plate containing the

![Figure 22. The experimental (dots) and theoretical (solid lines) Bragg reflectivity from the LSM described in Figure 21 at \(E_\gamma = 9.8\) keV, with the normalized experimental and theoretical Zn Ka fluorescence yields at selected temperatures. Reprinted with permission from Bedzyk et al. (1988). Copyright 1988 by the American Association for the Advancement of Science.](image)
surface charge and the other plate, referred to as the outer Helmholtz plane, containing electrostatically attracted ions from the solution. This simplified rigid model of the interface neglects a number of important physical properties of the ions. The Gouy-Chapman model (Fig. 26b) takes into account the thermal motion of the ions, and thus it describes the ion distribution as a diffuse double layer. The Stern model (Fig. 26c) extends the Gouy-Chapman model by including specifically adsorbed ions at the interface. In this model the first layer of ions is constrained to lie in a Helmholtz plane with a thickness defined by the ionic radii. In general, this condensed ion layer does not completely neutralize the surface charge, and a diffuse layer exists beyond the interface electrostatically attracted to the residual net surface charge.

Lack of suitable experimental tools had in the past prevented direct verification of these models. Understanding of the double layer structure was gained mainly through analytical and simulation studies. Although certain experimental methods, such as, the surface force apparatus method (Israelachivili 1991), are capable of probing the double-layer structure and confirming its existence, their poor lateral spatial resolution and pervasive nature prevent them from obtaining molecular-scale structural data.

The diffuse layer profiled with long-period X-ray standing waves

The development of the long-period XSW techniques led to the first direct, in situ observation of the electrical double layer structure by Bedzyk et al. (1990). These investigators examined a double layer structure of Zn^{2+} ions at the interface of a dilute ZnCl_2 aqueous solution and a charged phospholipid membrane. In this interface system, illustrated in Figure 26, the 27-nm-thick ordered membrane rests on a Si/W LSM. At the
top portion of the membrane, a negatively charged sheet of \( \text{PO}_4^{2-} \) ions was in contact with a 0.1 mM \( \text{ZnCl}_2 \) solution. At different solution pH levels, XSW measurements were then made under the TER condition. These measurements allowed derivation of the Debye length of the electrostatically attracted diffuse \( \text{Zn}^{2+} \) layer, as well as the coverage of the condensed \( \text{Zn}^{2+} \) layer as a function of solution pH.

**Distribution structure and Debye length of the diffuse layer; condensed concentration.** Figure 27 shows the TER-XSW results of these studies at pH 6.8, 4.4, and 2.0. In all three cases, the maximum of the \( \text{Zn} \) fluorescence yield appears at angle below the substrate critical angle. Because the first antinodal plane moves toward the
Figure 25. Measured (dashed line) and modeled (solid line) reflectivity and Pb L fluorescence yields from TER-XSW measurements of \( \alpha \)-Al_2O_3 and \( \alpha \)-Fe_2O_3 surfaces coated with bacteria and exposed to \( 10^{-6} \) and \( 10^{-5} \) M Pb solutions. Reprinted with permission from Templeton et al. (2001). Copyright 2001 by the National Academy of Science of the U.S.A.

Figure 26. Schematics of the electrical double layer at a solid-liquid interface. (a) the Helmholtz model, (b) the Gouy-Chapman model, and (c) the Stern model.
Figure 27 Reflectivity and Zn Kα fluorescence yields as a function of incident angle for three different pH values from TER-XSW measurements of the diffuse double layer at the water-charged membrane surface. Reprinted with permission from Bedzyk et al. (1990). Copyright 1990 by the American Association for the Advancement of Science.
surface as the angle is increased toward the critical angle, the angular position of this maximum indicates that a concentrated layer of Zn\(^{2+}\) is located at some displaced distance above the substrate surface. For the case of pH 6.8, the results show that a calculated model based on the Helmholtz double layer structure of Zn\(^{2+}\) distribution cannot satisfactorily fit the data (Fig. 27b, dashed line). On the other hand, a model assuming an exponential decay distribution of Zn\(^{2+}\), qualitatively based on the Gouy-Chapman-Stern model, agrees well with the data (Fig. 27b, solid line). In this model, the two model parameters are the Zn\(^{2+}\) concentration (i.e., coverage) in the condensed layer and the Debye length of the exponential decay. For the pH 6.8 solution, the Zn\(^{2+}\) surface concentration in the condensed layer is \(7.7 \times 10^{12} \text{ cm}^{-2}\), and the Debye length of the diffuse distribution is 58 Å. As the pH is decreased from 6.8 to 4.4 to 2.0, the Debye length decreases from 58 to 8 to 3 Å. At the same time, the condensed Zn\(^{2+}\) surface concentration changes from 7.7 to 7.7 to 4.4 \times 10^{12} \text{ cm}^{-2}\). This change in the Debye length of the Zn ions represents a weakening of the electrostatic attraction of the charged interface due to protonation of the phosphate head groups of the lipid membrane.

**Thermodynamic reversibility.** Further investigation of the structural properties of the diffuse layer focused on its thermodynamic reversibility (Wang et al. 2001). In this study, TER-XSW was used on a similar aqueous interface system but that was supported by a Au mirror substrate. Originally set at pH 5.8, the solution (0.1 mM ZnCl\(_2\)) was titrated through a cycle of pH levels, first to pH 4.2 and then to pH 2.0, and then back to pH 4.2 and then to pH 5.8. The Zn data were fitted with the same exponential decay model. During the titrations downward in pH, the condensed layer surface concentration decreased from 2.2 to 0.67 to 0.34 \times 10^{-12} \text{ cm}^{-2}\), and the Debye length decreased from 20 to 18 to 9 Å. During the subsequent titration upward in pH, both the condensed layer concentration and the Debye length tracked the corresponding values for the downward titration. These experiments proved the reversibility of the electric double layer structure.

The condensed layer measured with Bragg-diffraction X-ray standing waves

The pH dependence of the condensed Zn\(^{2+}\) concentration revealed in the TER-XSW studies is direct proof that the condensed layer is an integral part of the double layer system. However, in addition to being sensitive to solution conditions, the ions in the condensed layer, as a surface phase, must also depend on the properties of the solid surface. Thus, investigations of the condensed layer require understanding the bonding relationship between the aqueous ions and the surface atoms. Ideally, this can be gained by surface-polarized EXAFS measurements in the interface system. However, at least for oxides and many other surfaces, the first-neighbor atoms bonded to the ions in the condensed layer are often oxygen atoms, which cannot be distinguished from oxygen atoms in an aqueous hydration shell. Alternatively, one may use Bragg diffraction XSW to locate the three-dimensional surface sites of the condensed ions, as in the ion adsorption experiments on calcite described in an earlier section of this chapter. These sites give information on the possible bonding structure of the ions in the condensed layer.

**Specific adsorption at electrochemical interfaces.** Bragg diffraction XSW has been used to probe the structures of specifically adsorbed ions at metal-electrolyte and semiconductor-electrolyte interfaces under controlled electrochemical conditions. Among the earliest work in this category is the study of Tl adsorption from a dilute solution (mM) on Cu(111) through underpotential deposition (Materlik et al. 1987; Zegenhagen et al. 1990).

**Condensed structures of Sr\(^{2+}\) and Cu\(^{2+}\) on rutile.** To address condensed layer structures more directly related to mineral-aqueous interfaces, the adsorption of dilute divalent cations (~\(\mu\text{M}\)) on the TiO\(_2\)(110) surface was investigated. The studies addressed
the structure of specifically adsorbed Sr\textsuperscript{2+} on TiO\textsubscript{2}(110) (Fenter et al. 2000b) and the structure of specifically adsorbed Cu\textsuperscript{2+} on TiO\textsubscript{2}(110) (Cheng et al. unpublished; Fig. 28). To prove that the condensed ions are directly bonded to surface atoms, XSW measurements in the surface-normal direction were made after the solutions had been removed (without allowing precipitation). Ordered adsorbates were found for both Sr\textsuperscript{2+} and Cu\textsuperscript{2+}, even with some surface roughness. For Sr\textsuperscript{2+}, the typical \textit{ex situ} coherent fraction is \textasciitilde0.3, and the coherent position is \textasciitilde0.9. For Cu\textsuperscript{2+}, the coherent fraction is 0.36, the coherent position is 0.91. \textit{In situ} measurements also made on the Sr\textsuperscript{2+} adsorption surface gave slightly higher coherent fractions than the \textit{ex situ} measurements. Polarization-dependent EXAFS measurements were also taken on the Sr\textsuperscript{2+} interface in in-plane and surface-normal directions. A structural model based on the XSW coherent position and the EXAFS nearest-neighbor distances revealed that the condensed Sr\textsuperscript{2+} ion is coordinated with the surface by tetradenate bridging in octahedral coordination.

**Comparison of Sr\textsuperscript{2+} and Zn\textsuperscript{2+} adsorption structures on rutile.** The Sr\textsuperscript{2+} tetradebate adsorption structure on TiO\textsubscript{2} derived above is supported by recent \textit{in situ} XSW triangulation measurement (Zhang et al., unpublished). A similar measurement of Zn\textsuperscript{2+} on TiO\textsubscript{2}, however, suggests a monodentate surface site (Zhang et al., unpublished). These contrasting surface adsorption structures for the two isovalent cations can be explained by the difference in their hydration energies. For the larger Sr\textsuperscript{2+} ion (\textit{r} = 2.36 Å), the hydration energy is lower, and the ion can be relatively easily dehydrated and thus coordinated at the most favorable surface site in tetradebate coordination. For the smaller Zn\textsuperscript{2+} ion (\textit{r} = 2.11 Å), it is more difficult to remove hydration molecules. These results demonstrate the important competing effects between hydration structures and surface sites in aqueous ion adsorption.

**CONCLUSION**

While the X-ray standing wave technique has been actively used over the past two decades for investigating adsorbate structures on semiconductor surfaces, it has only seen recent use in molecular geochemistry and environmental sciences. The primary attraction of
XSW to this area is its ability to uniquely produce high-resolution element-specific surface structural information at the mineral-fluid interface and impurity point-defect structures in minerals. The recent success in the geochemical and environmental sciences is partially due to the availability of new higher-intensity synchrotron facilities and developments of the XSW technique that allow its applicability to a larger class of crystalline substrates. It is worthwhile to emphasize the directness of the XSW method as a structural probe that comes from its elemental and phase sensitivities, and the subsequent reliability of the results. It is also important to note that no one method solves all problems, especially complex problems that deal with realistic environments. Better insights in any system are often achieved when the XSW methods are used in combination with other, complementary techniques, such as EXAFS, X-ray reflectivity and diffraction, as exemplified in a number of the example applications reviewed in this chapter. The in situ atomic-scale quantitative structural information from such a combined X-ray experimental approach, in correlation with scanning probe microscopy and theoretical calculations, will greatly aid in refining the knowledge base presently in place for describing the mineral-fluid interface and impurity point-defect structures in minerals.
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