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Abstract 

Experimental Validation of First Principles Simulations  

and Observation of Diffuse Ion Profiles at Solid/Water Interfaces 

Katherine Harmon 

 

Physiochemical phenomena in aqueous systems, such as corrosion, catalysis, and energy 

storage, are driven by the molecular-scale interactions of ionic species with charged solid surfaces. 

In particular, an electrical double layer (EDL) of ions forms within nanometers of a charged 

surface. The properties of the EDL have been explored from both a theoretical perspective and an 

experimental perspective for over a century, but a precise description of its structure remains 

elusive. For example, classical theories of the EDL developed over a century ago consider 

interactions between charged species in solution and a charged interface but neglect solvation 

effects. Furthermore, we now understand that interfacial phenomena deviate significantly from 

their bulk counterparts—though the precise nature of these differences depends on the ions, the 

solvent, and the solid surface itself. This presents a significant barrier to obtaining a comprehensive 

picture of interfacial phenomena. Complementary efforts from theory and experiment are needed 

to tackle this challenge, which demands high accuracy from both directions.  

X-ray reflectivity provides an exceptionally sensitive probe of interfacial structures and 

has been used to measure interfacial water and adsorbed ion structures at mineral/water interfaces 

with atomic resolution. Several recent studies have also used X-ray reflectivity as a validation tool 

to evaluate the accuracy of simulated structures of solid/water interfaces at different levels of 

theory. As a natural extension, this thesis uses X-ray reflectivity to explore in detail several 
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different theoretical and numerical approximations required to carry out first principles molecular 

dynamics calculations with a focus on the alumina(001)/water interface. The sensitivity of X-ray 

reflectivity to atomic and electronic displacements provides a direct pathway to assess the strengths 

and weaknesses of different approximations and identify areas to further improve the accuracy of 

these simulations.  

In addition, this thesis uses X-ray reflectivity with and without element specificity to probe 

the water and EDL structures at a graphene electrode surface with potentiostatic control. The 

hydrophobic nature of graphene leads to a confinement-induced ordering of water at the solid 

surface that may affect ion adsorption. I then use resonant X-ray reflectivity to directly probe the 

EDL structure. I compare the observe resonance spectra to the ion distribution models derived 

from Gouy-Chapman theory and find a significant deviation from the classical theory under the 

experimental conditions employed. The discrepancy between the observed ion structure and 

classical models can be explained by incorporating the effects of the interfacial water. The results 

also suggest that the properties of the electrode play a role in establishing the double layer, which 

is not considered in the classical theories. 
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Chapter 1:  Introduction 

Solid/water interfaces are primary sites for a wide range of physiochemical phenomena in 

natural and technological systems. These include corrosion [1-4], catalysis [5-9], biomolecule 

conjugation [10, 11], mineral reactivity and metal ion uptake [12-16], and energy conversion [9, 

17-19]. The driving forces behind these processes involve a complex interplay of interactions 

between the solid surface, ionic species in solution, and solvent molecules. As a result, interfacial 

phenomena can be difficult to study and interpret but also present a rich opportunity for exploring 

fundamental science and for the development of novel materials and technologies for use in aqueous 

environments. A complete picture of the molecular-scale structure of ions at charged surfaces is a 

prerequisite to understanding how such processes occur.   

A fundamental feature of all solid surfaces in contact with an ionic solution is the adsorption 

of ions into a so-called electrical double layer (EDL). Solid morphology [20-23], surface functional 

groups [24-29], and the presence of pores and their sizes [30-34] can all influence the EDL structure 

either directly (i.e., via electrostatic interactions between charges) or indirectly (i.e., through steric 

effects due to ion size or energetic costs to desolvate the ions). These properties of the solid also 

influence its hydrophilicity or hydrophobicity, which contributes to the interfacial hydration 

structure [25, 35-40] and the associated hydrogen bond (HB) network [28, 41-43] and can alter the 

interfacial water properties (e.g., the dielectric response) [44-47]. Ion adsorption is then predicated 

on the disruption of interfacial HBs and the displacement of water molecules. The inverse is also 

true—interfacial hydration and ion adsorption can alter the solid surface via surface relaxations or 

morphological changes [27, 48-51] and affect its functionality [29, 52]. Clearly, ion adsorption at 

solid/water interfaces is the result of many competing and complementary mechanisms. 
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Many experimental techniques have been applied to the study solid/water interfaces over 

the last several decades. For planar surfaces, these include non-linear vibrational spectroscopies, 

surface force probes (i.e., based on atomic force microscopy, AFM), and X-ray reflectivity (XR). 

Each of these has its own strengths and weaknesses. For example, vibrational sum frequency 

generation (SFG) is sensitive to the average arrangement and dynamics of polar molecules and HB 

networks at interfaces [53, 54], but the molecular origins of spectral signatures often overlap, 

leading to ambiguity in the interpretations of experimental results in the absence of robust 

theoretical insights [28, 54, 55]; AFM techniques are useful for probing static nanoscale structures 

[46, 56-61] but are inherently perturbative, and deconvolving the effects of the probe tip from the 

measured structure can be challenging [62, 63]; XR is a theoretically non-perturbative, surface 

sensitive probe with nanoscale to atomic scale resolution [26, 40, 64-67] but provides only indirect 

evidence of the interfacial HB network due to the relative insensitivity of X-rays to hydrogen atoms. 

Together, these probes have contributed significant insights to the molecular scale structure of water 

and ion adsorption on solid surfaces. Yet, many of the intricacies of interfacial phenomena remain 

poorly understood.  

Among the outstanding mysteries of solid/liquid interfaces is the structure of the EDL and 

how it depends on electrolyte conditions (e.g., ion charge, size, and concentration). Over a century 

ago, Gouy [68] and Chapman [69] proposed a simple theory of the EDL based on Boltzmann 

statistics that describes a diffuse cloud of ions adsorbing near charged surfaces in what has come to 

be known as the Gouy-Chapman (GC) model. Soon thereafter, Stern combined the GC theory with 

that of Helmholtz [70] to describe a layer of specifically adsorbed ions immediately adjacent to the 

charged surface followed by a diffuse layer [71], leading to the Gouy-Chapman-Stern (GCS) model. 
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EDL theories have grown more complex over the years as the limitations of the GC and GCS 

theories under certain conditions (e.g., high salt concentrations) became apparent [72-81]. 

However, the GC model still provides a useful point of reference either to interpret experimental 

observations that are consistent with the classical theory or to gain insights into the mechanisms 

contributing to disagreements with GC/GCS [60, 82-85]. Even so, the detailed molecular structure 

of the diffuse double layer has remained elusive with only one experiment to date that has directly 

observed an ion distribution consistent with the diffuse profile of GC theory [86]. 

Elucidation of the EDL structure is important not only to advance our fundamental 

understanding of solid/liquid interfaces but also to address practical challenges, such as the growing 

energy needs of society. Electrical double layer capacitors (EDLCs) provide some of the most 

promising avenues for high power energy storage devices [87]. As the name implies, EDLCs store 

charge in a capacitive layer via ion adsorption as opposed to storage via chemical bonds as in 

batteries. Because EDLCs do not require Faradaic charge-transfer (breaking of bonds) to harvest 

the stored energy, they display superior charging and discharging rates [88] and are known to have 

lifetimes orders of magnitude longer than batteries. However, the mechanism of charge storage 

leads EDLCs to have lower energy density than batteries. Significant effort has been made toward 

improving the design of EDLC electrodes to increase their surface area, thereby providing more 

adsorption sites and increased capacity [89-93]. Additional efforts have focused on the use of non-

aqueous electrolytes, namely room-temperature ionic liquids [94], which have a larger voltage 

stability window and lead to higher energy storage—the energy stored in a capacitor is proportional 

to the square of the voltage. While these are worthwhile pursuits, an ongoing scientific challenge 
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remains to resolve the interfacial electrolyte structure in EDLCs in order to understand how it 

correlates with device performance and guide the development of novel, superior devices. 

Computational approaches including classical molecular dynamics (CMD) and first 

principles MD (FPMD) can offer additional insights to atomistic structures at solid/liquid 

interfaces. CMD simulations use empirical force fields to describe interatomic interactions by 

solving the classical equations of motion. Consequently, CMD simulations are scalable both in 

terms of the number of atoms that can be simulated and in time (dynamics on the order of ns can 

be predicted). However, CMD cannot directly predict chemical reaction mechanisms and dynamics 

such as bond breaking or charge transfer between molecules and across interfaces. Conversely, 

FPMD treats electrons explicitly at the quantum mechanical level and, therefore, includes 

information about chemical reactions. However, quantum mechanical calculations of many-body 

systems present a significant computational challenge even for modern supercomputers, and FPMD 

simulations suffer from scalability issues—dynamics are limited to the ps regime and the number 

of atoms included in the system is severely constrained compared to CMD. Several numerical and 

theoretical approximations are required to carry out FP calculations, which means balancing 

practicality with a desire for predictive accuracy [95-100]. In principle, FPMD can provide a fully 

self-contained approach to understanding surface reactivity, free of empirical insights. However, 

the predictive power is predicated on obtaining highly accurate simulations, which is particularly 

challenging at interface due to the inherent symmetry breaking. Validation of FP approaches via 

comparison with experimental results has often focused on bulk phases of materials [97, 101-107], 

but in recent years significant attention has turned to interfaces owing to their ubiquity in both 
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natural and technological systems [24, 43, 51, 67, 108-113]. With its high surface sensitivity, XR 

is especially well-suited to meeting the validation task. 

In this thesis, I present two distinct yet related efforts to advance our understanding of 

solid/water interfaces. I use XR as the primary experimental tool due to its unparallel ability to 

illuminate buried surfaces with atomic-scale resolution. In the first aim, I focus on the validation of 

FP calculations of solid/water interfaces via direct comparison with XR data and gain insights to 

how different approximations contribute to accurate (or inaccurate) predictions of interfacial 

structures (Chapter 4). This study establishes a protocol for the future validation of other solid/liquid 

interfaces and using additional FP methodologies not explored in this work. In the second aim, I 

investigate the EDL structure adsorbed on a planar graphene electrode by pairing electrochemical 

probes with XR measurements (Chapter 5). I begin with a study of water adsorption on graphene 

in the absence of ions and then adapt established resonant XR methods to probe the GC diffuse 

double layer. I end by discussing possible reasons for the significant discrepancy between the 

observed EDL structure and the expectation from the electrochemical measurements.    
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Chapter 2:  Aqueous Solutions at Interfaces 

2.1: Interfacial Water Structure 

Molecular-scale density oscillations of liquids at solid/liquid interfaces were first predicted 

by Monte Carlo [114] and molecular dynamics (MD) [115] simulations in the 1980s with 

simulations of water between rigid walls and next to a general hydrophobic surface, respectively. 

In the following decades, MD simulations of water adjacent to planar Pt [116] and quartz [117] and 

on TiO2 nanoparticles [118], among others, all showed similar water density oscillations. The first 

experimental observations of interfacial liquid density oscillations occurred in the mid-1990s with 

measurements of interfacial water on gold [119], liquid mercury/vapor [120], liquid 

gallium/molybdenum [121], and liquid Ga/diamond [122], all using X-ray reflectivity (XR). These 

were soon followed in the early-to-mid 2000s by XR measurements of water layering on peptide 

thin films [123], muscovite mica [65, 124], and other geochemically relevant oxide surfaces [125]; 

neutron diffraction measurements of water layering on clay [126]; and electron diffraction 

observations of water layering on silicon [127]. Thus, density oscillations are well-established as a 

general phenomenon of interfacial liquids at the boundary with a material of a different phase (i.e., 

solid or vapor), and XR in particular is a versatile probe for exploring these structures. 

 Water layering at surfaces is related to the surface reactivity. For example, a first hydration 

layer closer to a solid surface indicates a stronger interaction with water that may be driven by an 

intrinsic surface charge and cavity sites [65] (Figure 2.1a) or under-coordinated ionic species on 

the substrate and an ability to form hydrogen bonds (HBs) with the surface [27, 108] (Figure 2.1c,d). 

Conversely, a hydration layer farther from the substrate leads to a low-density space between the 
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solid and water, termed the “hydrophobic gap” [25, 37-39, 128] (Figure 2.1b). These structural 

variations are associated with differences in wettability on the macroscopic scale, as demonstrated 

for the case of the technologically relevant and hydrophobic two-dimensional (2D) material 

graphene [45] using water contact angle measurements (Figure 2.1b inset) [67]—the angle a water 

droplet forms with the graphene surface increases for thicker, more hydrophobic graphene samples. 

In general, the water contact angle is smaller for a hydrophilic surface than for a hydrophobic 

surface (Figure 2.2). 

Figure 2.1. Solid/water interface schematics and electron density distributions derived from X-
ray reflectivity experiments showing molecular layering of water at the (A) muscovite mica (001) 
[65], (B) graphene with water contact angle measurements inset [67], (C) calcite (104) [101], and 
(D) TiO2 (110) [27] interfaces. Reprinted from Ref. [40].  
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 From the measured interfacial structures, we can see that the HB network of bulk water 

must be disrupted at an interface, which gives rise to the well-defined density oscillations. We can 

also see that this disruption can extend several molecular layers from an interface (i.e., ~10 Å where 

the size of a water molecule is approximately ~2 Å), with a dependence on the nature of the solid 

surface (Figure 2.1 [40]).  Vibrational sum frequency generation (SFG) has shown that the presence 

of an interface can lead to dangling OH groups and a high surface energy [129]. It is reasonable to 

expect that water molecules would then reorient to reduce the free energy of the system, leading to 

a suppression of the random dipole fluctuations that are seen in bulk water. This suppression of 

dipolar fluctuations has been predicted by MD simulations [44, 117, 130-132] and can be inferred 

from SFG [43, 53, 133] and other spectroscopic measurements [134, 135]. The change in the HB 

network at the interface is directly related to the interfacial dielectric permittivity via the water 

dipole as [136] 

𝜖𝜖
𝜖𝜖0

=
𝐏𝐏
𝜖𝜖0𝐄𝐄

+ 1 2.1 

where 𝜖𝜖0 = 8.85×10-12 F/m is the permittivity of free space, 𝐏𝐏 = 〈𝐩𝐩〉 is the polarization field due 

to the average dipole moment of all water molecules within a small volume near the interface, 𝐄𝐄 is 

the local electric field, and the quantity 𝜖𝜖/𝜖𝜖0 is usually denoted simply as the dielectric “constant” 

Figure 2.2. Hydrophobicity illustrated by water contact angle.  
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by 𝜖𝜖. Specifically, the presence of an interface has been shown to reduce the dielectric constant 

along the direction of the surface normal up to several molecular layers from a surface This 

dielectric decrement appears to be a universal phenomenon that has been observed by experiments 

and simulations with a magnitude that depends on the nature of the surface (i.e., hydrophobic [44, 

46] versus hydrophilic [117, 134, 137]). Given that the dielectric permittivity is a measure of a 

medium’s ability to transmit an electric field (see Eq. 2.1), this can directly reduce Coulombic 

interactions between charges near surfaces (i.e., 𝐹𝐹 = 𝑞𝑞1𝑞𝑞2/(4𝜋𝜋𝜋𝜋𝜖𝜖0𝑟𝑟2) is the force between two ions 

where 𝑞𝑞1and 𝑞𝑞2 separated by a distance 𝑟𝑟) and reduce the interfacial capacitance in an 

electrochemical system [131]. In the case of an ideal parallel plate capacitor with surface area, A, 

and separation between parallel plates, d, the capacitance is directly related to the dielectric 

permittivity as 

𝐶𝐶 =
𝜖𝜖𝜖𝜖0𝐴𝐴
𝑑𝑑

. 2.2 

To complicate this interfacial picture, the presence of ions have been found to change the dielectric 

decrement, with a dependence on the ion type [137, 138].  It is clear that a robust characterization 

of water structuring and HB networks at charged surfaces is essential to understand ion adsorption 

and electrochemical charge storage. 

 

 

2.2: Electrical Double Layer Theory 

2.2.1: Mean Field Poisson-Boltzmann Theory 

The charge distribution 𝜌⃑𝜌 in a dielectric medium with permittivity 𝜖𝜖 is related to the second 

derivative of the scalar potential field 𝑉𝑉 felt by the charge according to the Poisson equation, 
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∇��⃑ 2𝑉𝑉 = −
𝜌⃑𝜌
𝜖𝜖𝜖𝜖0

. 2.3 

For a planar charged surface (e.g., an electrode) in contact with an aqueous solution, we assume 

that the potential varies only along the surface normal direction (i.e.,  𝑧̂𝑧) and is uniform in the lateral 

direction (i.e., 𝑥𝑥� and 𝑦𝑦�) such that the Eq. 2.3 can be simplified to the one-dimensional case, 

∇𝑧𝑧2𝑉𝑉(𝑧𝑧) = −
𝜌𝜌(𝑧𝑧)
𝜖𝜖𝜖𝜖0

. 2.4 

The simplest theory for the double layer charge distribution is that of a specifically adsorbed 

layer of ions adjacent to the surface as described by Helmholtz [70]. This model describes an ideal 

parallel plate capacitor in which the surface charge is compensated fully by the adsorbed ions. 

However, the Helmholtz model neglects thermal fluctuations of ions, which are essential to the 

description of any system at finite temperature. To account for such effects, the charge distribution 

in the electrolyte may be defined according to Boltzmann statistics, which treats the charges (e.g., 

ions) as non-interacting point particles. Thus, the concentration gradient of cations and anions are 

independent from one another and can be defined, respectively, as 

𝑐𝑐+(𝑧𝑧) = 𝑐𝑐0+ exp �−
𝑊𝑊+(𝑧𝑧)
𝑘𝑘𝐵𝐵𝑇𝑇

� 2.5𝑎𝑎 

𝑐𝑐−(𝑧𝑧) = 𝑐𝑐0− exp �−
𝑊𝑊−(𝑧𝑧)
𝑘𝑘𝐵𝐵𝑇𝑇

� 2.5𝑏𝑏 

where a superscript ‘+’ indicates the cation and a superscript ‘−’ indicates the anion, 𝑐𝑐0
+,− is the 

bulk ion concentration, 𝑊𝑊+,− is the work required to move the ion to position 𝑧𝑧 from infinity, 

𝑘𝑘𝐵𝐵 =1.38 × 10-23 m2kg/s2K  is the Boltzmann constant, and T is the temperature; a useful point of 

comparison is that at room temperature (T ~ 300 K), 𝑘𝑘𝐵𝐵𝑇𝑇 ≈ 25.8 meV. If we assume that ion 

adsorption near a charged surface is driven only by electrostatic interactions due to that surface, 
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then 𝑊𝑊(𝑧𝑧) = 𝑞𝑞𝑞𝑞(𝑧𝑧)  where q is the charge on the ion equal to ∓𝑣𝑣𝑣𝑣 (i.e., the valence, 𝑣𝑣, multiplied 

by the elementary charge, 𝑒𝑒 = −1.6022 × 10-19 C). For a symmetric salt (e.g., RbCl), the bulk 

concentrations of anion and cation are equal, 𝑐𝑐0+ = 𝑐𝑐0− = 𝑐𝑐0, and the charges are equal and opposite,  

𝑞𝑞+ = 𝑣𝑣|𝑒𝑒| and 𝑞𝑞− = −𝑣𝑣|𝑒𝑒|. The net charge density in the interfacial double layer is 

𝜌𝜌(𝑧𝑧) = 𝑣𝑣|𝑒𝑒|�𝑐𝑐+(𝑧𝑧) − 𝑐𝑐−(𝑧𝑧)�

= 𝑐𝑐0𝑣𝑣|𝑒𝑒| �exp�−
𝑣𝑣|𝑒𝑒|𝑉𝑉(𝑧𝑧)
𝑘𝑘𝐵𝐵𝑇𝑇

� − exp �
𝑣𝑣|𝑒𝑒|𝑉𝑉(𝑧𝑧)
𝑘𝑘𝐵𝐵𝑇𝑇

��
2.6 

Combining Eq. 2.6 with Eq. 2.4 yields the Poisson-Boltzmann (PB) equation relating the double 

layer charge density distribution in a dielectric medium to the potential: 

∇𝑧𝑧2𝑉𝑉(𝑧𝑧) =
2𝑐𝑐0𝑣𝑣|𝑒𝑒|
𝜖𝜖𝜖𝜖0

sinh�
𝑣𝑣|𝑒𝑒|𝑉𝑉(𝑧𝑧)
𝑘𝑘𝐵𝐵𝑇𝑇

� . 2.7 

From here, we can determine the total charge in the double layer based on the bulk ion 

concentration and the potential of the charged surface 𝑉𝑉0 (either due to an intrinsic charge or an 

applied potential). We enforce charge neutrality so that the total charge in the double layer equals 

the charge on the planar surface. From Gauss’ law, we know that the surface charge is related to 

the electric field by ∫ 𝐸𝐸�⃑ ∙ 𝑑𝑑𝑎⃑𝑎 = 𝑞𝑞/𝜖𝜖𝜖𝜖0, where 𝑑𝑑𝑎⃑𝑎 is the differential area of an enclosed surface 

through which the electric field passes. For a charged, infinite plane (e.g., a uniform graphene 

electrode), the integration is straightforward, giving 𝐸𝐸𝐸𝐸 = 𝑞𝑞/𝜖𝜖𝜖𝜖0 where A is the area of the charged 

plane, and the surface charge density is then 𝜎𝜎 = 𝐸𝐸𝐸𝐸𝜖𝜖0. Recalling now that 𝐸𝐸 = −∇𝑉𝑉, we can relate 

the surface charge density to the adsorbed ion density distribution via Eq. 2.7 as outlined by 

Grahame [139]. Using the identity 

𝜕𝜕2𝑉𝑉
𝜕𝜕𝑧𝑧2

=
1
2
𝜕𝜕
𝜕𝜕𝜕𝜕

�
∂𝑉𝑉
∂𝑧𝑧
�
2

, 2.8 
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we equate the right-hand sides of Eqs. 2.7 and 2.8 and integrate over 𝑉𝑉(𝑧𝑧) with appropriate 

boundary conditions, namely  𝑉𝑉(0) = 𝑉𝑉0 at the charged solid surface and 𝑉𝑉(∞) = 0 in the bulk 

electrolyte, to arrive at 

∇𝑉𝑉 =
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

= �
4𝑐𝑐0𝑘𝑘𝐵𝐵𝑇𝑇
𝜖𝜖𝜖𝜖0

�cosh�
𝑣𝑣|𝑒𝑒|𝑉𝑉0
𝑘𝑘𝐵𝐵𝑇𝑇

� − 1� . 2.9 

Then recognizing that cosh(2𝑥𝑥) = sinh2 𝑥𝑥 + cosh2 𝑥𝑥 and cosh2 𝑥𝑥 − sinh2 𝑥𝑥 = 1 and combining 

with the surface charge from Gauss’ law, we arrive at the Grahame equation:  

𝜎𝜎 = −�8𝑐𝑐0𝜖𝜖𝜖𝜖0𝑘𝑘𝐵𝐵𝑇𝑇 sinh�
𝑣𝑣|𝑒𝑒|𝑉𝑉0
2𝑘𝑘𝐵𝐵𝑇𝑇

� 2.10 

where the minus sign indicates the equal but opposite charges on the charged surface and in the 

double layer. 

As a final step, we can further simplify Eqs. 2.6, 2.7, and 2.10 by taking the limiting case of 

small potentials. The Taylor expansion of the exponential term in Eq. 2.6 (i.e., 𝑒𝑒𝑥𝑥 ≈ 1 + 𝑥𝑥) yields 

the linearized PB equation proposed by Gouy and Chapman [68, 69] 

∇𝑧𝑧2𝑉𝑉(𝑧𝑧) =
2𝑐𝑐0𝑣𝑣2𝑒𝑒2

𝜖𝜖𝜖𝜖0𝑘𝑘𝐵𝐵𝑇𝑇
𝑉𝑉(𝑧𝑧) 2.11 

wherein 𝑉𝑉(𝑧𝑧) can be solved for by the selection of an appropriate function that yields a second 

derivative equal to itself times a constant and which satisfies the aforementioned boundary 

conditions (𝑉𝑉(0) = 𝑉𝑉0; 𝑉𝑉(∞) = 0). The result is that the potential decays exponentially from the 

charged surface into the bulk electrolyte as  

V(𝑧𝑧) = V0 exp �−�
2𝑐𝑐0𝑣𝑣2𝑒𝑒2

𝜖𝜖𝜖𝜖0𝑘𝑘𝐵𝐵𝑇𝑇
 𝑧𝑧� . 2.12 
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Substituting Eq. 2.12 into Eq. 2.11 and setting it equal to Eq. 2.4, we derive the charge density 

distribution of the diffuse ion profile at the interface,   

𝜌𝜌(𝑧𝑧) = −
2𝑐𝑐0𝑣𝑣2𝑒𝑒2V0

𝑘𝑘𝐵𝐵𝑇𝑇
exp �−�

2𝑐𝑐0𝑣𝑣2𝑒𝑒2

𝜖𝜖𝜖𝜖0𝑘𝑘𝐵𝐵𝑇𝑇
 𝑧𝑧�

= 𝜌𝜌0𝑒𝑒−𝑧𝑧/Λ

2.13 

where 𝜌𝜌0 is the net ion density adjacent to the charged surface, dependent upon the surface potential, 

and Λ is the Debye length, i.e., the distance from the interface at which the electron density 

decreases to 𝜌𝜌0/𝑒𝑒, or roughly one third of its initial value, 

Λ = �
𝜖𝜖𝜖𝜖0𝑘𝑘𝐵𝐵𝑇𝑇
2𝑐𝑐0𝑣𝑣2𝑒𝑒2

. 2.14 

Similarly, Eq. 2.10 becomes 

𝜎𝜎 = −
𝜖𝜖𝜖𝜖0𝑉𝑉0
Λ

2.15 

The Debye length may be written in terms of the Bjerrum length, 𝜆𝜆𝐵𝐵, which describes the distance 

between two charges at which they are effectively screened from each other—that is, the Coulombic 

interaction between the charges is balanced by the thermal energy: 

Λ =
1

�8𝜋𝜋𝑐𝑐0𝜈𝜈2𝜆𝜆𝐵𝐵
2.16𝑎𝑎 

and 

𝜆𝜆𝐵𝐵 =
𝑒𝑒2

4𝜋𝜋𝜋𝜋𝜖𝜖0𝑘𝑘𝐵𝐵𝑇𝑇
. 2.16𝑏𝑏 

For bulk water at room temperature (𝜖𝜖 ≈ 80), 𝜆𝜆𝐵𝐵 ≈ 7 Å. Notice that in the GC theory, the shape of 

the ion profile, defined by the decay length Λ, is a function only of the ionic strength of the solution, 

𝐼𝐼 = ∑ 𝑐𝑐0,𝑖𝑖(𝑣𝑣𝑖𝑖𝑒𝑒)2/2𝑖𝑖  where the sum is taken over all 𝑖𝑖 ionic species. GC theory represents the 
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simplest realistic model of the double layer (i.e., excluding the Helmholtz model) and, thus, serves 

as the point of reference for the analyses in this thesis. Nevertheless, it is important to understand 

its limitations.  

To summarize, the assumptions made in the above derivation are the following: 

1) Ions are non-interacting point particles. This requires a dilute electrolyte such that the 

electric field from each ion is sufficiently screened by the solvent molecules and, 

thereby, has no effect on other ions. It also implies that excluded volume effects (e.g., 

due to the solvation shell of each ion) are negligible. Consequently, ions can approach 

infinitely close to a charged surface.  

2) The only force acting on the ions is that due to a nearby charged surface (e.g., an 

electrode). This is partly justified because we have assumed in (1) above that Coulombic 

interactions between ions are screened. 

3) The dielectric medium (the solvent) has a spatially uniform permittivity 𝜖𝜖—that is, a 

dielectric constant.  

4) Ions do not specifically adsorb to the charged surface. 

5) The charged surface is an idealized plane, i.e., with a uniform lateral charge density. 

 

 

2.2.2: Beyond Poisson-Boltzmann 

One can easily identify cases where the above assumptions fail. First, bare ions have finite 

radii that depend on their atomic number (e.g., r[Rb+] > r[K+] > r[Na+]), valence and sign (e.g., 

r[Rb+] > r[Sr2+] > r[Y3+] and r[Cl-] > r[Rb+]), and molecular make-up (e.g., CO3
2-, SO4

2-) [140, 
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141]. This radius represents the distance of closest approach of an ion to the surface. Ions in the 

double layer are surrounded by a solvation shell (specifically a hydration shell in water), which 

increases the effective size to rion + 2rsolvent. Then an ion may adsorb with or without its solvation 

shell in outer sphere (OS) and inner sphere (IS) complexes, respectively. In the latter case, the 

system must overcome a free energy cost of ion desolvation where the hydration energy depends 

strongly on the ion [142] and scales as the square of the valence of the radius, 𝜈𝜈2/𝑟𝑟 [143]. This 

leads to ion-specific effects, which are also neglected in the GC derivation. Stern modified the GC 

model to allow for specific adsorption of ions, i.e., the Gouy-Chapman-Stern (GCS) model [71] 

(Figure 2.3), which may be modeled by a well-defined Gaussian ion distribution followed by the 

diffuse layer [144]. In the GCS model, the EDL is modeled as two discrete regions where the Stern 

layer (i.e., the specifically adsorbed layer) is treated as a simple parallel plate capacitor according 

Figure 2.3. Top: electrical double layer schematic next to a negatively charged electrode, 
including specifically adsorbed (i.e., inner sphere, IS) and outer sphere (OS) adsorbed counterions 
(cations; purple) and co-ions (anions; green). Ions are shown with their hydration shells (water 
molecules in blue). Bottom: qualitative voltage profile from the electrode surface to the bulk 
liquid. 
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to Eq. 2.2 in series with the GC layer capacitance. Still, further modifications to the theory are 

required in order to accommodate hydration forces [81]. 

Second, the transition point from dilute to concentrated electrolyte is not well defined, but 

it is reasonable to expect that for some concentration the assumption of non-interacting ions (e.g., 

the assumption of Boltzmann statistics) breaks down. Both crowding due to the finite size of ions 

and electrostatic interactions between ions would become relevant, and the energy term, 𝑊𝑊, in Eq. 

2.5 should include a free energy contribution from nearby charges in addition to that from the 

charged surface). Surface force probe measurements [60] suggest that for a simple monovalent salt, 

the limit of a dilute solution (based on divergence of the decay length Λ from the ideal GC case) is 

~1 M. For larger ionic liquids, the transition from the ideal GC model occurs for concentrations of 

~0.2 – 0.7 M [60]. Various modifications to the energy term in PB theory have been proposed to 

account for excluded volume effects [78, 80, 145] and ion polarizability effects [146]. In addition, 

the presence of asymmetric ions (i.e., anions and cations of vastly different radii or different 

valence) alters the EDL structure [147-149] with implications for charge storage capabilities. 

However, the relative contributions from entropic and electrostatic effects [145] is difficult to 

determine experimentally. 

Third, as discussed in Chapter 2.1, the dielectric permittivity adjacent to the charged solid 

surface is reduced compared to the bulk value [41, 44, 46, 117, 137, 150]. MD simulations suggest 

that the dielectric permittivity is reduced along the electrode surface normal direction (i.e., 𝜖𝜖⊥) but 

enhanced parallel to the surface [44, 131, 132], and the exact form of the dielectric tensor (i.e., the 

directional variation from interface to bulk) is still unknown. For water 𝜖𝜖 ~ 80 in the bulk, but 
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values as small as 𝜖𝜖⊥ ≈ 2 have been reported within a few molecular layers of a charged graphene 

surface [46].  

For purposes of this thesis, I assume that the surface charge density is uniform across the 

electrode surface. Heterogeneous surface charges are expected to influence the double layer 

structure through the generation of local displacement fields on the sample surface [151-153]. 

Epitaxial graphene grown on SiC, used as the electrode for these studies (see Chapter 5), displays 

variations in hydrophobicity across the sample surface depending on the graphene layer thickness 

[45]. Although this may affect the ion distribution on the length scale of the electrode surface (i.e., 

graphene) domains [153], any variation in adsorbed ion structure is expected to be small [154]. 

Furthermore, X-ray reflectivity probes the laterally averaged electron density (see Chapter 3), and 

therefore would not be sensitive to ion structuring parallel to the electrode surface. 

 

Counterion condensation 

The formation of an IS complex (i.e., a Stern layer) relies on counterions condensing at the 

electrode surface. Lau et al. [74] describe Stern layer formation as a result of fluctuation correlations 

of a charged plate in a dielectric medium with only counterions. They introduce three dimensionless 

parameters that completely describe the phenomenon of counterion condensation within their 

theory, which uses the formalism of the PB and GC theories. These parameters are the coupling 

constant (i.e., the strength of fluctuation correlations due to the charged surface), the reduced 

temperature related to the interactions between ions, and the order parameter (i.e., the fraction of 

counterions in the condensed phase), given, respectively, by  
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𝑔𝑔 ≡
𝜈𝜈2𝜆𝜆𝐵𝐵
Λ

, 2.17a 

𝜃𝜃 ≡
𝑎𝑎

𝜈𝜈2𝜆𝜆𝐵𝐵
, 2.17𝑏𝑏 

𝜏𝜏 ≡
𝜈𝜈𝜈𝜈𝑛𝑛𝑐𝑐
𝜎𝜎0

2.17𝑐𝑐 

where 𝑎𝑎 is the ion radius, 𝑛𝑛𝑐𝑐 is the charge density of condensed counterions, 𝜎𝜎0 is the charge density 

on the electrode, and all other variables are the same as described for the GC theory. They identify 

two modes of counterion condensation depending on the reduced temperature. Specifically, below 

a critical temperature 𝜃𝜃𝑐𝑐, charge fluctuations play a significant role, and counterion condensation 

occurs as a first order phase transition at a critical value of 𝑔𝑔 (Figure 2.4a). Meanwhile, the 

transition is continuous above 𝜃𝜃𝑐𝑐. 

 

Figure 2.4. Deviations from PB theory. (A) Fraction of condensed ions, 𝜏𝜏, at a charged surface 
increases with the order parameter, 𝑔𝑔. For reduced temperatures below a critical value, 𝜃𝜃𝑐𝑐, 
counterions undergo a first order phase transition. Above 𝜃𝜃𝑐𝑐, the phase transition is gradual. For 
𝑔𝑔 ≪ 1, 𝜏𝜏 is well-described by PB theory. (B) Phase diagram of double layer as a function of 𝛤𝛤 ≡
𝜆𝜆𝐵𝐵/32𝜋𝜋𝜋𝜋 and 𝑠𝑠 ≡ 4𝜈𝜈/𝛬𝛬𝜆𝜆𝐵𝐵𝜎𝜎0. DH: Debye-Hückel (essentially GC theory), SC: strong coupling, 
PB: Poisson-Boltzmann; DH* (𝛤𝛤 > 1/𝑠𝑠) indicates a region with reduced effective surface charge 
but not charge inversion. Reprinted (A) with permission from Lau, Lukatsky, Pincus, and Safran,  
Phys. Rev. B, 65, 051502 (2002). Copyright 2002 by the American Physical Society. Ref. [74].  
Reprinted (B) with permission from Lau, Phys. Rev. E, 77, 011502 (2008). Copyright 2008 by 
the American Physical Society. Ref. [158]. 

A B 
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Charge Inversion, Overcharging, and Underscreening  

 In many cases, the buildup of charge in the double layer exceeds the nominal charge on the 

electrode surface. Two rationales for this observation are charge inversion and overcharging [155]. 

The first explanation describes a change in sign of the surface charge that is often attributed to a 

chemisorption process wherein ions specifically adsorb and undergo an electron transfer (i.e., a 

redox reaction). The second explanation results from physical ion-ion correlations within the double 

layer [83, 156]. Although charge inversion and overcharging are often considered as distinct 

phenomena, ionic correlations can be thought of as leading to an effective charge near a charged 

plate that alters the potential felt by other ions in the extended double layer. Ion-ion correlations are 

expected to lead to “charge inversion” in cases of high electrode surface charge (i.e., > 10 μC/cm2) 

and in electrolytes with di- or multi-valent ions [157] even in  dilute conditions [83]. Ion correlations 

can also lead to an “anomalous” increase in the screening length (indicating that the surface charge 

is underscreened) compared to GC theory (i.e., the Debye length), which is related to the ion size, 

concentration, and solvent conditions [60, 84, 85].  

In Chapter 5, I consider counterion condensation and charge inversion in addition to the 

limiting model of GC theory. The experiments are designed with the goal of capturing a diffuse 

double layer structure, but the limiting conditions of GC theory are not well-understood. Therefore, 

it is important to keep in mind the complex nature of ion adsorption to gain insights into the double 

layer structure under the experimental conditions described in Chapter 5. I use the counterion 

condensation theory of Lau et al. [74] as one point of comparison. Lau further expanded the theory 

to include co-ions (i.e., having the same charge as an electrode as in a real system) [158] and arrived 
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at the phase diagram for the observation of GC, PB, and charge inversion, shown in Figure 2.4b, 

which serves as a second reference for the interpretation of our experimental measurements. 
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Chapter 3:  Experimental Techniques 

3.1: High Resolution X-ray Reflectivity 

X-ray reflectivity (XR) is a quantitative and sensitive probe of the real-space structure of 

solid/liquid interfaces [40, 159-161].  The use of hard X-rays with photon energies E > 10 keV 

leads to macroscopic (> 1 mm) penetration lengths through water, enabling the measurement of XR 

signals from buried solid/liquid interfaces. At these energies, the X-ray wavelength 𝜆𝜆 < 1 Å is 

comparable to inter-atomic distances and can, therefore, directly probe the molecular-scale 

structure of an interface. The reflectivity signal R(Q), measured in reciprocal space, is the fraction 

of the incident beam that is reflected from the surface as a function of the scattering vector Q, 

    𝑅𝑅(𝑸𝑸) =  𝑇𝑇(𝑸𝑸)𝐵𝐵(𝑸𝑸)𝑋𝑋(𝑸𝑸) �
4𝜋𝜋𝑟𝑟𝑒𝑒
𝑸𝑸𝐴𝐴𝑈𝑈𝑈𝑈

�
2

|𝐹𝐹(𝑸𝑸)|2 3.1 

and 

𝑸𝑸 = 𝐊𝐊𝐟𝐟 − 𝐊𝐊𝐢𝐢

|𝑸𝑸| =
4π
λ

sin �
2𝜃𝜃
2
�

3.2 

where Kf and Ki are the momentum vectors of the reflected and incident X-rays, respectively, 

controlled by the X-ray wavelength and the scattering angle 2𝜃𝜃 between incident and reflected X-

rays (see Figure 3.1a); T(Q) describes the Q-dependent transmission of the X-ray beam through the 

sample cell (e.g. influenced by the pathlength of X-rays through a thick water layer); B(Q) < 1 is a 

surface roughness factor resulting in a reduction of the scattered intensity relative to that from a 

perfectly smooth surface; X(Q) combines any necessary corrections for the detector resolution and 

the active area of the sample exposed to X-rays (dependent upon the sample size, X-ray beam area, 

and incident angle); re = 2.818×10-5 Å is the classical electron radius; and AUC is the unit cell area 
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Figure 3.1. X-ray reflectivity (XR) schematics. (A) The XR signal measured at the detector 
(controlled by angles 𝛿𝛿 and 𝜈𝜈) depends on the intersection of the Ewald sphere with the reciprocal 
lattice of the sample (with rotational degrees of freedom 𝜂𝜂, 𝜒𝜒, and 𝜙𝜙). The physical sample sits at 
the vertex of the incident and reflected X-ray vectors, Ki and Kf, respectively. The detector is 
positioned to probe the scattering condition Q = Kf −Ki = Q|| + Qz where Q|| and Qz are the in-
plane and specular (vertical) momentum transfers, respectively; the scattering angle 2𝜃𝜃 is 
indicated. The 2�1�𝐿𝐿 crystal truncation rod is shown. (B) Specular XR (Q = Qz), shown for the 
specific case of the water/graphene/SiC interface (oxygen atoms shown in red, hydrogen atoms 
in white, carbon atoms in black, and Si atoms in blue), measures the vertical structure (i.e., 
perpendicular to the substrate surface). The SiC substrate is located at z ≤ 0; left: synchrotron 
schematic; right: Pilatus area detector image from experiment at APS. 
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of the solid surface. F(Q) is the complex structure factor equal to the Fourier transform of the 

electron density 𝜌𝜌(𝒓𝒓) [162] at along the scattering condition, Q, 

𝐹𝐹(𝑸𝑸) = � 𝜌𝜌(𝒓𝒓)𝑒𝑒𝑖𝑖𝑸𝑸∙𝒓𝒓𝑑𝑑3𝑟𝑟
𝑉𝑉

3.3 

integrated over the entire volume V scattering X-rays. 

For a crystalline system, the electron density is localized at discrete lattice points (i.e., atoms 

in a crystal lattice) with position 𝒓𝒓 = 𝑥𝑥𝒂𝒂 + 𝑦𝑦𝒃𝒃 + 𝑧𝑧𝒄𝒄. Here, (x,y,z) are the fractional coordinates of 

an atom with respect to the unit cell lattice vectors a,b,c. Similarly, Q can be written in terms of the 

Miller indices HKL [162],  

𝑸𝑸 = 2𝜋𝜋(𝐻𝐻𝒂𝒂∗ + 𝐾𝐾𝒃𝒃∗ + 𝐿𝐿𝒄𝒄∗) 3.4 

where a*, b*, c* are the reciprocal lattice unit vectors. For a bulk crystal, the observed scattering 

occurs at discrete values of the Miller indices. The structure factor can then be written as a discrete 

sum over each atom j as 

𝐹𝐹(𝑸𝑸) = �𝑓𝑓𝑗𝑗(𝑸𝑸)
𝑗𝑗

𝑒𝑒𝑖𝑖𝑸𝑸 ∙ 𝒓𝒓𝑗𝑗𝑒𝑒− 
�𝑸𝑸∙𝒖𝒖𝑗𝑗�

𝟐𝟐

𝟐𝟐 3.5 

where 𝑓𝑓𝑗𝑗 is the element-specific form factor (FF) [163] accounting for the Q-dependent decay in 

the scattering strength due to the spatial distribution of electrons surrounding each atom, and 

𝑒𝑒−�𝑸𝑸∙𝒖𝒖𝒋𝒋�
2

/2 is the Debye-Waller (DW) factor accounting for the thermal fluctuations (with root mean 

square, r.m.s., width 𝒖𝒖𝒋𝒋 = 𝑢𝑢𝑗𝑗,𝑥𝑥𝑥𝑥� + 𝑢𝑢𝑗𝑗,𝑦𝑦𝑦𝑦� + 𝑢𝑢𝑗𝑗,𝑧𝑧𝑧̂𝑧) of an atom about its mean position. The FF carries 

the same functional form as the structure factor, namely the Fourier transform of the electron 

density (Eq. 3.3) but this time describing the electron cloud around a single nucleus rather than the 
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electron density of the larger system. Thus, larger atoms (i.e., with more electrons) scatter X-rays 

more intensely than lighter atoms. 

The scattering of X-rays from the bulk crystal lattice planes gives rise to intense Bragg peaks 

at Q corresponding to integer multiples of the Miller indices with a corresponding lattice spacing 

dHKL along the scattering direction. When the symmetry of an infinite bulk lattice is broken, e.g., 

by introducing an interface, a continuous rod of weak intensity is observed between the Bragg peaks 

in a form known as a “Crystal Truncation Rod” (CTR) [159, 164]. The CTR structure factor takes 

the form of a geometric series as [159]  

𝐹𝐹𝐶𝐶𝐶𝐶𝐶𝐶 =
1

1 − 𝑒𝑒−𝑖𝑖𝑸𝑸∙𝒅𝒅𝑯𝑯𝑯𝑯𝑯𝑯
3.6 

where the negative sign in the exponential term results from taking the crystal to be semi-infinite 

in the negative direction (i.e., the crystal surface is at the origin). The XR intensity from a 

solid/liquid interface arises from the coherent interference between the structure factor contribution 

from the bulk crystal, the interfacial region (e.g., the surface of the truncated substrate crystal and 

the adjacent fluid), and the bulk liquid. The Q-dependent intensity of the CTR is directly sensitive 

to the deviations of the interfacial structure from the expected bulk structure. These changes include 

displacements of solid surface layers from their expected bulk positions resulting from the 

termination of the infinite crystal and ordering of the liquid near the solid surface [40, 159].   

The resolution of an XR probe is inversely related to the magnitude of the maximum 

scattering vector of the measurement as ~𝜋𝜋/|Qmax|. Low angle XR (denoted as XRR) spans a few 

degrees in 2𝜃𝜃, (i.e., the region below the first Bragg peak), and is useful to resolve the nanoscale 

structure of an interface, such as the thickness and density of a thin film layer. Such measurements 

can be carried out using rotating anode tube sources whose maximum flux is limited to ~108 
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photons/s. R(Q) decreases as Q-4 (see Eq. 3.1 and note that the |F|2 term carries an additional Q-2 

resulting from the angular charge distribution), so in practice measurements performed with tube 

sources are limited to low-angle as the signal-to-noise ratio quickly decreases (e.g., with a Cu target, 

𝜆𝜆𝐾𝐾𝐾𝐾 = 1.54 Å, Qmax < 1 Å-1). Conversely, the flux on the sample at a synchrotron source such as the 

Advanced Photon Source can be up to ~1013 photons/s depending on the specifics of the 

synchrotron device (i.e., an undulator versus a bending magnet source) and of the beamline, such 

as the energy spread of the beam (e.g., monochromatic versus polychromatic beams), the selected 

energy, and the use of any filters. With such a high incident flux, the reflected signal even at low-

reflectivity scattering conditions can be measured. High angle measurements through multiple 

Bragg peaks are possible, i.e., with Qmax exceeding 5 Å-1 (depending on sample considerations, 

such as the density and roughness), leading to sub-Å (atomic) resolution of the interface structure. 

The spectral brightness of conventional and synchrotron sources is compared in Figure 3.2 [165].  
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3.1.1: Specular X-ray Reflectivity and General Data Analysis Approach 

As shown in Figure 3.1a, the scattering vector can be separated into perpendicular and 

parallel components Qz and Q||, corresponding to specular (i.e., mirror-like) and non-specular 

reflections, respectively. Specular XR (Figure 3.1b) measures the electron density distribution 

along the substrate surface normal direction 𝒛𝒛� while non-specular measurements are sensitive to 

both the vertical and in-plane structures. In this thesis, I primarily consider specular XR where the 

scattering vector is oriented along 𝒛𝒛� with Miller indices H = K = 0 and magnitude Q = |Qz|. A 

specular measurement is carried out with detector angle 𝜈𝜈 fixed at zero, and the vertical angles 𝛿𝛿 = 

Figure 3.2. Spectral brightness of conventional X-ray tube sources (lower half) versus 
synchrotron sources (upper half) as a function of X-ray photon energy. The characteristic radiation 
from tube sources have a fixed energy while synchrotrons emit a range of photon energies with 
intensities dependent upon the type of source (undulator, wiggler, or bending magnet). Tube 
sources also emit a continuum of Bremsstrahlung radiation but with much lower brightness. 
Adapted from Ref. [165]. 
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2𝜂𝜂 (see angles in Figure 3.1a) are adjusted to probe the specular truncation rod in the scattering 

plane defined by the Kf and Ki vectors, as in Figure 3.1b. Except for small incident angles where 

the X-ray beam footprint may exceed the sample dimensions (thereby requiring an active area 

correction), the prefactor X(Q) in Eq. 3.1 is usually unity.  

The specular XR signal R(Q) probes the laterally averaged (i.e., over the x- and y-directions) 

electron density 𝜌𝜌(𝑧𝑧). The structure factor of Eqs. 3.3 and 3.5 can now be rewritten in a one-

dimensional form in several equations relevant for this thesis: 

𝐹𝐹(𝑄𝑄) = � 𝜌𝜌(𝑧𝑧)𝑒𝑒𝑖𝑖𝑖𝑖𝑖𝑖𝑑𝑑𝑑𝑑
∞

−∞
                   3.7𝑎𝑎 

                                 = � 𝑓𝑓𝑗𝑗(𝑄𝑄)� 𝑛𝑛𝑗𝑗(𝑧𝑧)𝑒𝑒𝑖𝑖𝑖𝑖𝑖𝑖𝑑𝑑𝑑𝑑
∞

−∞

𝑁𝑁𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒

𝑗𝑗=1

            3.7𝑏𝑏 

                            = �𝑓𝑓𝑗𝑗(𝑄𝑄)Θ𝑗𝑗𝑒𝑒𝑖𝑖𝑖𝑖𝑧𝑧𝑗𝑗𝑒𝑒
−
𝑄𝑄2𝑢𝑢𝑗𝑗

2

2

∞

𝑗𝑗=1

.                   3.7𝑐𝑐 

Eq. 3.7a allows for the calculation of XR signals directly from a known or simulated electron 

density distribution, such as that predicted by a first principles molecular dynamics (FPMD) 

calculation in which the electron distribution is explicitly computed (see Chapter 4). Eqs. 3.7b and 

3.7c both describe the structure factor in terms of FFs 𝑓𝑓𝑗𝑗 and the atomic density distribution: in Eq. 

3.7b, the atomic density is treated as a continuous number density distribution of each element j, 

𝑛𝑛𝑗𝑗(𝑧𝑧), and the sum is taken over all N elements in the system (i.e., Al, O, and H for the case of the 

Al2O3/H2O interface or Si, C, O, and H for the SiC/EG/H2O interface); in Eq. 3.7c, the atomic 

density is given in terms of the individual, discrete atomic layers, j, where Θ𝑗𝑗 is the layer occupancy 



42 
 
per substrate unit cell area (AUC), 𝑧𝑧𝑗𝑗 is the layer height relative to some reference plane (typically 

the surface-most substrate layer), and uj is the r.m.s. layer width in the z-direction.  

Ideally, one would be able to retrieve the electron density distribution exactly from an XR 

measurement via inverse Fourier transform. However, because the reflected intensity measures the 

modulus square of the structure factor (Eq. 3.1), the phase information, i.e., related to the positional 

arrangement of atoms and electrons in the system, is lost (the so-called “phase problem”). 

Therefore, in practice, the electron density profile across an interface is determined through model-

dependent analysis of the XR data. Specifically, the electron density distribution is modeled as a 

series of Gaussians describing each atomic layer j with parameters of coverage, height, and r.m.s. 

width as described above for Eq. 3.7c,  

𝜌𝜌𝑒𝑒𝑒𝑒𝑒𝑒(𝑧𝑧) = �
𝑍𝑍𝑗𝑗Θ𝑗𝑗
𝑢𝑢𝑗𝑗√2𝜋𝜋

𝑒𝑒
−�𝑧𝑧−𝑧𝑧𝑗𝑗�

2

2𝑢𝑢𝑗𝑗
2

𝑗𝑗

. 3.8 

Here, the “effective” electron density distribution 𝜌𝜌𝑒𝑒𝑒𝑒𝑒𝑒(𝑧𝑧) is indicated because the Gaussian 

distribution is multiplied by the layer atomic number Zj, which does not account for the spatial 

distribution of electrons around an atomic core (FF are used for this purpose). Electron densities 

derived from model-dependent analyses are typically reported according to Eq. 3.8, but the full 

electron density can be represented more accurately as the convolution of the atomic number 

density profiles with the inverse Fourier transform of the FFs: 

𝜌𝜌(𝑧𝑧) = ��� 𝑓𝑓𝑗𝑗(𝑄𝑄)𝑒𝑒−𝑖𝑖𝑖𝑖𝑖𝑖𝑑𝑑𝑑𝑑
∞

−∞
� ∗ 𝑛𝑛𝑗𝑗(𝑧𝑧).

𝑗𝑗

 3.9 

In this thesis, I mainly present effective electron density distributions according to standard practice 

(Eq. 3.8), which also facilitates comparisons between simulated atomic distributions and those 
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derived from experimental analysis. In addition, I include the electron densities according to Eq. 

3.9 for comparisons with FPMD simulations and explicitly explore the role of the assumption of 

various FF in Chapter 4. 

The structure factor for any set of model input parameters (Eq. 3.8 with the appropriate 

tabulated FF 𝑓𝑓𝑗𝑗 substituted for the atomic number Zj) is calculated according to Eq. 3.7c. The 

accuracy of the model is then evaluated using a 𝜒𝜒2 (“chi-squared”) goodness-of-fit metric, 

    𝜒𝜒2 =
1
𝑁𝑁

� �
𝑅𝑅𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚(𝑄𝑄)− 𝑅𝑅𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐(𝑄𝑄)

𝜎𝜎(𝑄𝑄) �
2𝑄𝑄𝑚𝑚𝑚𝑚𝑚𝑚  

𝑄𝑄0

3.10 

where N is the number of data points and Rmeas, Rcalc, and 𝜎𝜎 are the measured reflectivity, calculated 

reflectivity from the model, and experimental uncertainty, respectively. Rcalc(Q) is calculated via 

Eq. 3.1 with the model structure factor determined via Eq. 3.7c. The model parameter values (zj, Θj, 

and uj) are optimized via an iterative non-linear least-squares fitting procedure in which the 

parameters are adjusted until 𝜒𝜒2 converges. A perfect fit to the data and its associated uncertainties 

would result in 𝜒𝜒2 = 1.  

The XR data analysis approach described here typically makes the implicit assumption that 

atomic FFs (i.e., those for neutral atoms) accurately describe the electron distributions surrounding 

each atom. However, the assumption of atomic FF may not always be accurate especially at 

interfaces where covalent bonding, charge transfer, and electronic delocalization may alter the 

electron density distribution around an atomic core. In such cases, ionic FF may be suitable. I briefly 

explore the use ionic FF in Chapter 4.6, but further validation of their applicability (outside the 

scope of this thesis) is needed.  
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Finally, the surface of a real crystal is never perfectly smooth (though it may be sufficiently 

small to be negligible), resulting in a reduced specular scattering intensity compared to the ideal 

case (Figure 3.3a). An extrinsic roughness parameter may be required for an accurate interpretation 

of the data. In this thesis, I use the Robinson roughness [166], which models the substrate surface 

as a series of layers with decreasing partial coverage moving away from the bulk substrate (Figure 

3.3b). The first partial layer has fractional coverage 𝛽𝛽, the subsequent layer has coverage 𝛽𝛽2, the 

next layer occupancy is 𝛽𝛽3, etc. Altogether, the roughness factor B(Q) in Eq. 3.1 is given by  

𝐵𝐵(𝑄𝑄) =
1 − 𝛽𝛽2

1 + 𝛽𝛽2 − 2𝛽𝛽 cos(𝑄𝑄𝑄𝑄) 3.11 

which translates to a root-mean-square (r.m.s.) roughness of 

𝜎𝜎𝑟𝑟𝑟𝑟𝑟𝑟 =
�𝛽𝛽

1 − 𝛽𝛽
𝑐𝑐. 3.12 

In some cases, either with very small roughness or significant covariance of 𝛽𝛽 with other parameters 

(such as the occupancy of partial coverage thin film layers), 𝛽𝛽 can converge to zero with a large 

uncertainty.  
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3.1.2: Off-specular X-ray Reflectivity 

Off-specular XR measurements can be used to probe the in-plane structure of a solid/water 

interface. Several off-specular CTRs are usually measured to adequately sample reciprocal space. 

The measurement is similar to the specular case in that H and K are fixed as the detector is scanned 

vertically to measure the HKL rod, but for an off-specular measurement, 𝜈𝜈 ≠ 0, as shown in Figure 

3.1a (the 2�1�𝐿𝐿 rod of the reciprocal map is depicted). The sample (equivalently, the reciprocal space) 

angles and the detector angles must be calculated for the desired HKL, which is non-trivial and can 

vary depending on the mode used for the measurement—e.g., the incident angle may be fixed and 

only the detector is moved, or the sample and detector rotation may both vary. Off-specular XR 

data presented in this thesis were measured with the assistance of Dr. Zhan Zhang, beamline 

scientist at APS Sector 33-ID-D, using the first method wherein the sample angle was fixed (fixed 

Figure 3.3. Effect of surface roughness on X-ray reflectivity. (A) experimental data with 1𝜎𝜎 
uncertainties (black circles) for the alumina/water interface (see analysis in Chapter 4) plotted 
with the reflectivity expected from an ideally-terminated alumina substrate (gray line), the best-
fit to the data with roughness parameter 𝛽𝛽 = 0.3 (red line), and the reflectivity obtained from a 
structural model with 𝛽𝛽 = 0 and all other parameters fixed at their best-fit values (turquoise line). 
(B) Robinson roughness schematic adapted from Ref. [166]; the horizontal dotted line separates 
the ideal substrate from the rough surface.  

A B 
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Ki), and the required detector angles were calculated using beamline macros after defining two 

directions of an orientation matrix (defining the specular 001 and one in-plane direction).  

The interpretation of off-specular XR data is similar to the method used for the specular 

analysis, but with some additional requirements. Q and F(Q) are defined in the general form in 

terms of the Miller Indices (Eqs. 3.4 and 3.5), active area and detector resolution corrections (X(Q) 

in Eq. 3.1) are often required [159], and the electron density must account for each atom 

individually rather than treating 𝜌𝜌(𝑥𝑥, 𝑦𝑦, 𝑧𝑧) as laterally-averaged layers. That is, the coverage of each 

atom 𝑗𝑗 is the same, Θ𝑗𝑗 = 1, and in the substrate crystal, the position parameters are defined as a 

three-dimensional matrix of fractional coordinates 𝑥𝑥𝑗𝑗, 𝑦𝑦𝑗𝑗, 𝑧𝑧𝑗𝑗 of each atom with respect to the lattice 

constants a, b, and c. The analysis of off-specular data is more complex than the specular case, 

requiring many more structural parameters. However, the full suite of measurements for a sample 

(including off-specular and specular CTR data) must provide a consistent picture of the solid/water 

interface. Therefore, acquiring many off-specular CTRs provides some redundancy to constrain the 

parameter space. Off-specular XR is not a focus of this thesis, but measurements of the 

alumina/water interface are included at the end of Chapter 4 with a brief, qualitative interpretation 

of the data with regard to their deviation from an ideally-terminated substrate crystal. 

 

3.2: Resonant Anomalous X-ray Reflectivity 

Various methods have been developed to solve the phase problem, each with its own 

strengths and weaknesses. These include X-ray standing waves [167], ptychography [168], various 

phase retrieval/inversion algorithms [169-171], and spectroscopic approaches, such as resonant 

anomalous X-ray reflectivity (RAXR) [172-174]. RAXR combines the structural information of 
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XR with the chemical information of X-ray absorption spectroscopy to discern the location of a 

specific element of interest (i.e., a resonant ion) that may otherwise be difficult to distinguish from 

the surrounding sea of electrons, such as that arising from water. This method has been used 

previously to resolve the structure of aqueous adsorbates at several mineral-water [15, 144, 175-

182] and electrified metal-water interfaces [183] and is employed in this thesis to measure the EDL 

structure. As outlined in Chapter 2, the classical model of the EDL follows PB theory, which 

describes a dilute electrolyte—e.g., 0.1 M RbCl used in the experiments presented in Chapter 5. 

Because X-rays scatter from all electrons in the system, the dominant contribution to the reflectivity 

from the electrolyte will come from the water (specifically the O atoms), which has an effective 

molar density of 55 M, effectively masking the EDL. However, the X-ray photon energy can be 

tuned to an absorption edge of the element of interest (Rb+ in this case) to increase its relative 

contribution to measured reflectivity. Whereas conventional X-ray tube sources produce 

characteristic X-rays at a fixed energy, synchrotron sources (e.g., an undulator or bending magnet) 

emit X-rays at a range of energies (Figure 3.2) that can be selected by carefully tuning a 

monochromator. Thereby, the photon energy can be scanned (or stepped) during an experiment, 

enabling a RAXR measurement. 

As with X-ray absorption spectroscopies, such as X-ray absorption near edge structure 

(XANES) [184], RAXR exploits the energy-dependent change in the elastic scattering cross-section 

due to the photoabsorption of X-rays by electrons in discrete atomic core levels, providing a 

fingerprint unique to each atom (or ion). The photoabsorption process is depicted in Figure 3.4a 

with the standard nomenclature of K-edge, L-edge, and M-edge electrons describing bound 

electrons with principal quantum numbers n = 1, 2, and 3, respectively (i.e., 1s, 2s-2p, and 3s-3d 
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electrons where s, p, and d refer to the orbital quantum numbers l = 0, 1, and 2, respectively). K-

edge absorption energies occur at the highest energies as these are the most tightly bound electrons, 

requiring more energy to eject from their bound state. In general, the X-ray absorption cross-section, 

𝜎𝜎𝑎𝑎, of a material is inversely proportional to the cube of the X-ray photon energy, 𝜎𝜎𝑎𝑎 ∝ E-3. 

However, at an absorption edge, an additional pathway to absorb photons becomes available, 

leading to discontinuous increase in the absorption cross-section (Figure 3.4b). 

We can expand on the simple description above by treating the electrons as harmonic 

oscillators bound in the potential energy well of the nucleus [162]. The equation of motion of a 

 

Figure 3.4. Basics of X-ray absorption and resonant scattering. (A) Energy level diagram showing 
absorption transitions from the K-, L-, and M-shell electrons to the continuum states; the electrons 
corresponding to the edges are labeled as  𝑛𝑛𝑙𝑙𝑗𝑗

  𝑔𝑔 where 𝑛𝑛, 𝑙𝑙, and 𝑗𝑗 are the principal, azimuthal 
angular momentum, and total (𝑙𝑙 + 𝑠𝑠, where 𝑠𝑠 is the spin) angular momentum quantum numbers, 
respectively, and 𝑔𝑔 = 2𝑗𝑗 + 1 is the multiplicity. (B) Absorption cross-section of Rb versus incident 
X-ray energy with L- and K-edge energies labeled (1 barn = 10-28 m2). (C) Resonance schematic 
showing incident photons, electron excitation and relaxation back to ground state, and emitted 
photon. ((a) adapted from Ref. [162]). 



49 
 
bound electron subject to the driving force of the incident X-rays is 

𝑥̈𝑥 + Γ𝑥̇𝑥 + 𝜔𝜔0
2𝑥𝑥 =

𝑒𝑒ℰ0
𝑚𝑚

𝑒𝑒−𝑖𝑖𝜔𝜔𝛾𝛾𝑡𝑡 3.13 

where 𝑚𝑚 is the electron mass, Γ is the damping coefficient, 𝜔𝜔0 is the natural (or resonant) frequency 

of the bound electron, and ℰ0 exp(−𝑖𝑖𝜔𝜔𝛾𝛾𝑡𝑡) 𝑥𝑥� is the electric field of the incident X-rays polarized in 

the 𝑥𝑥�-direction with photon energy E = ℏ𝜔𝜔𝛾𝛾 (ℏ is the reduced Planck constant); 𝑥̇𝑥 indicates the first 

derivate (the electron velocity), and 𝑥̈𝑥 is the second derivative (the electron acceleration). In this 

classical picture of a damped driven harmonic oscillator, an excitation frequency, 𝜔𝜔𝛾𝛾, approaching 

the natural frequency of the oscillator, 𝜔𝜔0, gives rise to a resonant change to the scattering cross-

section, hence the name RAXR. The physical process remains an elastic scattering event (Figure 

3.4c): below the absorption edge, bound electrons absorb incident X-rays and are excited to a higher 

unoccupied energy level (but not ejected); they subsequently decay back to the ground state and 

emit a photon with the same energy as the incident X-ray but phase shifted. In a real system, at 

energies just above an absorption edge, the photoelectrons ejected from the resonant atom have 

finite kinetic energy and can interact with the local environment, which gives rise to oscillations in 

the absorption spectra (i.e., the “near edge structure” of XANES). 

Finally, to combine the XR part of RAXR with the spectroscopic aspects described above, 

we rewrite the structure factor to include a resonant term: 

𝐹𝐹𝑇𝑇𝑇𝑇𝑇𝑇(𝑄𝑄,𝐸𝐸) = �𝑓𝑓𝑗𝑗(𝑄𝑄)Θ𝑗𝑗𝑒𝑒𝑖𝑖𝑖𝑖𝑧𝑧𝑗𝑗𝑒𝑒−𝑄𝑄
2𝑢𝑢𝑗𝑗

2/2

𝑗𝑗

+ �𝑓𝑓𝑘𝑘(𝑄𝑄,𝐸𝐸)Θ𝑘𝑘𝑒𝑒𝑖𝑖𝑖𝑖𝑧𝑧𝑘𝑘𝑒𝑒−𝑄𝑄
2𝑢𝑢𝑘𝑘

2/2

𝑘𝑘

3.14 
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where the first term is the same as the structure factor in Eq. 3.7c with the sum taken over all 𝑗𝑗 ≠ 𝑘𝑘 

atoms, and the second term is the structure factor contribution from the distribution of resonant ions 

𝑘𝑘. The energy-dependent scattering factor 𝑓𝑓(𝑄𝑄,𝐸𝐸) of the resonant ion is given by 

𝑓𝑓(𝑄𝑄,𝐸𝐸) = 𝑓𝑓0(𝑄𝑄) + 𝑓𝑓′(𝐸𝐸) + 𝑖𝑖𝑓𝑓′′(𝐸𝐸) 3.15 

where 𝑓𝑓0 is the non-resonant (‘NR’) contribution to the atomic FF as in Eq. 3.7, and 𝑓𝑓′ and 𝑓𝑓′′ are 

called the dispersion corrections, which arise from the change in absorption cross-section near an 

edge energy. For tightly bound core electrons (e.g., K-shell), 𝑓𝑓′ and 𝑓𝑓′′ are independent of the 

scattering vector, Q, but electrons with greater spatial distribution from the nucleus (e.g., L- and M-

shell) would require a Q-dependence similar to that of 𝑓𝑓0. 𝑓𝑓′′ is directly related to the X-ray 

absorption as 

𝑓𝑓′′(𝐸𝐸) =
𝐸𝐸

2ℎ𝑐𝑐𝑟𝑟0
𝜎𝜎𝑎𝑎(𝐸𝐸) 3.16 

where h = 6.626×10-34 is Planck’s constant, c = 3×108 m/s is the speed of light, and hc ≈ 12400 

eV Å. 𝑓𝑓′′ and can be measured at the beamline by XANES while 𝑓𝑓′ is calculate from 𝑓𝑓′′ by 

Kramers-Kronig transformations [162]. Far from an edge, the 𝑓𝑓′(E) and 𝑓𝑓′′(E) terms are negligible, 

and the structure factor is dominated by the non-resonant term. However, near the edge energy, the 

dispersion corrections are significant (Figure 3.5). 
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The energy-dependent reflectivity can be written in terms of the dispersion corrections as 

𝑅𝑅(𝑄𝑄,𝐸𝐸) ∝ �𝐹𝐹𝑁𝑁𝑁𝑁 + �𝑓𝑓′(𝐸𝐸) + 𝑖𝑖𝑓𝑓′′(𝐸𝐸)�ℱ(𝑄𝑄)�                               3.17𝑎𝑎 

   ∝ �𝐹𝐹𝑁𝑁𝑁𝑁 + �𝑓𝑓′(𝐸𝐸) + 𝑖𝑖𝑓𝑓′′(𝐸𝐸)�𝐴𝐴𝑅𝑅(𝑄𝑄)𝑒𝑒𝑖𝑖𝜙𝜙𝑅𝑅(𝑄𝑄)�
2

. 3.17𝑏𝑏 

Here, the resonant structure factor has been separated into its energy-dependent and spatial (ℱ𝑅𝑅(𝑄𝑄)) 

components with the latter being written in terms of the resonant atom’s amplitude, 𝐴𝐴𝑅𝑅(Q), and 

phase, 𝜙𝜙𝑅𝑅(Q) [176]. The amplitude is related to the ion coverage and DW factor while the phase is 

related to the vertical height (see Eq. 3.14). The amplitude and phase can be calculated as, 

respectively, 

𝐴𝐴𝑅𝑅(𝑄𝑄) = |ℱ𝑅𝑅(𝑄𝑄)|2 3.18 

and 

ℱ𝑅𝑅(𝑄𝑄) = 𝐴𝐴𝑅𝑅(𝑄𝑄)(cos[𝜙𝜙𝑅𝑅(𝑄𝑄)] + 𝑖𝑖 sin[𝜙𝜙𝑅𝑅(𝑄𝑄)]) 3.19𝑎𝑎 

Re[ℱ𝑅𝑅(𝑄𝑄)] = 𝐴𝐴𝑅𝑅(𝑄𝑄) cos[𝜙𝜙𝑅𝑅(𝑄𝑄)] 3.19𝑏𝑏 

Im[ℱ𝑅𝑅(𝑄𝑄)] = 𝐴𝐴𝑅𝑅(𝑄𝑄) sin[𝜙𝜙𝑅𝑅(𝑄𝑄)] 3.19𝑐𝑐 

𝜙𝜙𝑅𝑅(𝑄𝑄) = atan �
Im[ℱ𝑅𝑅(𝑄𝑄)]
Re[ℱ𝑅𝑅(𝑄𝑄)]� . 3.19𝑑𝑑 

Figure 3.5. Dispersion corrections for Rb (K-edge E0 = 15.2 keV) determined via transmission 
XANES measurement at beamline 33-ID-D of the APS. Note the oscillations above the K-edge, 
which result from interactions with nearby atoms. 

𝑓𝑓′′ 

𝑓𝑓′ 
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 A key result from Eq. 3.19d is that the resonant ion phase is independent of the total coverage. 

RAXR is typically carried out by measuring the total reflectivity at a fixed Q0 and scanning 

the X-ray energy through the absorption edge, E0, of the resonant species, giving R(Q0,E). Due to 

the dependence of Q on the X-ray wavelength (Eq. 3.2), Q varies during an energy scan: 

𝐸𝐸 =
ℎ𝑐𝑐
𝜆𝜆

3.20𝑎𝑎 

𝑄𝑄 =
4𝜋𝜋
ℎ𝑐𝑐

sin �
2𝜃𝜃
2
�𝐸𝐸. 3.20𝑏𝑏 

Consequently, the scattering angle 2𝜃𝜃 must be adjusted at each step of an energy scan in order to 

keep Q0 fixed. The required diffractometer angles are calculated on-the-fly during a scan using 

beamline control software macros (SPEC) and repositioned before a detector image is acquired at 

the new energy. This is repeated at several Q0 to sufficiently sample the resonant structure factor. 

The non-resonant reflectivity, RNR(Q) ∝ |FNR|2, is separately measured via specular CTR at E << E0 

(or E >> E0) such that the dispersion corrections 𝑓𝑓′ and 𝑓𝑓′′ are negligible. Thereby, the only 

unknowns become the resonant amplitude and phase, which are determined by model-independent 

least-squares fitting of the normalized intensity, i.e., with respect to the non-resonant reflectivity: 

𝑅𝑅(𝑄𝑄0,𝐸𝐸)
𝑅𝑅𝑁𝑁𝑁𝑁(𝑄𝑄0) =

�𝐹𝐹𝑁𝑁𝑁𝑁(𝑄𝑄0) + �𝑓𝑓′(𝐸𝐸) + 𝑖𝑖𝑓𝑓′′(𝐸𝐸)�𝐴𝐴𝑅𝑅(𝑄𝑄0)𝑒𝑒𝑖𝑖𝜙𝜙𝑅𝑅(𝑄𝑄0)�
2

|𝐹𝐹𝑁𝑁𝑁𝑁(𝑄𝑄0)|2 3.21𝑎𝑎 

𝑅𝑅(𝑄𝑄0,𝐸𝐸)
𝑅𝑅𝑁𝑁𝑁𝑁(𝑄𝑄0) = 1 + (𝑓𝑓′2 + 𝑓𝑓′′2)�

𝐴𝐴𝑅𝑅(𝑄𝑄0)
𝐴𝐴𝑁𝑁𝑁𝑁(𝑄𝑄0)�

2

+2
𝐴𝐴𝑅𝑅(𝑄𝑄0)
𝐴𝐴𝑁𝑁𝑁𝑁(𝑄𝑄0) �𝑓𝑓

′ cos�𝜙𝜙𝑅𝑅(𝑄𝑄0) − 𝜙𝜙𝑁𝑁𝑁𝑁(𝑄𝑄0)� − 𝑓𝑓′′ sin�𝜙𝜙𝑅𝑅(𝑄𝑄0) − 𝜙𝜙𝑁𝑁𝑁𝑁(𝑄𝑄0)��.
3.21𝑏𝑏 

The relative phase Δ𝜙𝜙 = 𝜙𝜙𝑅𝑅 − 𝜙𝜙𝑁𝑁𝑁𝑁 = 𝑄𝑄0(𝑧𝑧𝑅𝑅 − 𝑧𝑧𝑁𝑁𝑁𝑁) of the resonant atom with respect to 

some non-resonant reference plane (typically the substrate surface) gives the height of the resonant 
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atom above the reference surface. Δ𝜙𝜙 determines the shape of the normalized RAXR spectra (i.e., 

a step up or a step down as the energy is scanned through the absorption edge) based on the relative 

contribution of 𝑓𝑓′ and 𝑓𝑓′′. This can be seen from the third term in Eq. 3.21b if we assume that 𝐴𝐴𝑅𝑅 ≪

𝐴𝐴𝑁𝑁𝑁𝑁 so that the second term is negligible: for Δ𝜙𝜙 = 𝑛𝑛𝑛𝑛 (n = 0,1,2,…), the spectrum will take the 

shape of ±𝑓𝑓′ (for even and odd multiples of 𝜋𝜋, respectively); for Δ𝜙𝜙 = 𝑛𝑛𝑛𝑛/2 (n = 1,3,5,…), the 

spectrum alternates between ∓𝑓𝑓′′. Thus, if the height of the resonant atom above the sample surface 

changes, so too will the relative phase and the shape of the RAXR spectra (demonstrated in Figure 

3.6 for a single adsorbed ion layer in the form of a Gaussian). For a diffuse layer of ions at the 

surface (i.e., following the GC model of ion adsorption), the resonant atom is distributed in an 

exponential profile with the coverage varying as a function of the height above the substrate (Eq. 

2.13). This will lead to variations in the shape of the RAXR spectra at different Q0, weighted by the 

amplitude (see Chapter 5), resulting from the distribution of ion coverages. The challenge then is 

to interpret the amplitude and phase extracted from the model-independent analysis to arrive at the 

real-space electron density distribution. Interpreting the amplitude and phase separately as in Eqs. 

3.18 and 3.19 is useful for model dependent analysis, as 𝐴𝐴𝑅𝑅(𝑄𝑄) and 𝜙𝜙𝑅𝑅(𝑄𝑄) can be calculated for a 

model distribution and compared to the model-independent results. 
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3.3: Cyclic Voltammetry 

Cyclic voltammetry (CV) [70] is a widely-used and versatile electrochemical measurement 

technique for characterizing energy storage devices ranging from capacitors to batteries. A CV 

records the current response of the electrochemical system as a function of the applied potential at 

Figure 3.6. RAXR example. (A) The resonant ion distribution is modeled as a Gaussian at 
different heights above solid surface, resulting in (B) the RAXR spectra with different shapes 
based on the phase (height) difference between the ion and the adsorption surface. Non-resonant 
CTR not shown. Reproduced with permission of the International Union of Crystallography from 
Ref. [176]. 
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a working electrode, I(V), which can be the cathode or anode depending on the objective of the 

experiment. As the name implies, the measurement is carried out by cycling the voltage at a constant 

scan rate between two extremes. CVs provide information about redox reactions taking place at the 

electrode surface, (e.g., how many electrons are transfer during a Faradaic charge transfer process). 

Reproducibility of the CV over several cycles can provide information about the reaction 

reversibility and the stability of the electrode and electrolyte over time. Changes in the CV could 

indicate non-reversible processes such as electrode poisoning or side-reactions in the electrolyte.  

CVs fall into two broad groups based on the type of electrochemical processes taking place. 

The first and probably most familiar CV includes oxidation and reduction peaks in the current 

response resulting from electron transfer events [185]. The current increases dramatically when the 

applied voltage reaches the activation energy for a chemical reaction to occur and then drops as the 

analyte is used up. These peaks are characteristic of batteries. The second type of CV is 

approximately rectangular in shape and lacks peaks (Figure 3.7). These CVs result from a buildup 

of charge in a capacitive double layer at the electrode surface, but there is no charge transfer 

between the electrode and electrolyte. All CVs inherently include a capacitive element as the 

electrolyte charges must reach the electrode surface before any electron transfer may occur. 

Therefore, the rectangular CVs characteristic of capacitors are achieved by limiting the voltage 

window such that Faradaic processes cannot occur.  

For an ideal planar capacitor with the specific capacitance 𝐶𝐶𝐴𝐴 = 𝐶𝐶/𝐴𝐴 defined according to 

Eq. 2.2, where 𝐴𝐴 is the electrode area, and an applied potential, 𝑉𝑉, the surface charge 𝜎𝜎 = 𝑄𝑄/𝐴𝐴 is 

given by  

𝜎𝜎 = 𝐶𝐶𝐴𝐴𝑉𝑉. 3.22 
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Taking the time derivative of Eq. 3.22 yields 

𝑗𝑗(𝑉𝑉) = 𝑉𝑉
𝑑𝑑𝐶𝐶𝐴𝐴
𝑑𝑑𝑑𝑑

+ 𝐶𝐶𝐴𝐴
𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑

3.23𝑎𝑎 

𝑗𝑗(𝑉𝑉) = 𝑉𝑉𝑉𝑉
𝑑𝑑𝐶𝐶𝐴𝐴
𝑑𝑑𝑑𝑑

+ 𝐶𝐶𝐴𝐴𝑠𝑠 3.23𝑏𝑏 

𝑗𝑗(𝑉𝑉) = 𝐶𝐶𝐴𝐴𝑠𝑠 3.23𝑐𝑐 

where 𝑗𝑗(V) is the voltage-dependent current density, and 𝑠𝑠 = 𝑑𝑑𝑑𝑑/𝑑𝑑𝑑𝑑 is the voltage scan rate during 

a CV experiment; 𝑑𝑑𝐶𝐶𝐴𝐴/𝑑𝑑𝑑𝑑 = 0 for an ideal capacitor, yielding Eq. 3.23c. In the latter case, the 

current response is constant and varies only in sign as the voltage is scanned either in the positive 

(𝑠𝑠 > 0) or the negative (𝑠𝑠 < 0) direction, as depicted in Figure 3.7a. Eq. 3.23c is often assumed in 

the literature without acknowledging the underlying assumption of ideality even though a real 

Figure 3.7. Model cyclic voltammograms and equivalent circuit analysis (inset): (A) ideal 
capacitor, (B) capacitor with parallel resistor RP, (C) capacitor with series resistor RS, and (D) 
capacitor with both RP and RS. Reprinted with permission from Ref. [186]. © 2019 WILEY‐VCH 
Verlag GmbH & Co. KGaA, Weinheim. 
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electrochemical cell always includes other circuit elements that result in deviations from the ideal 

rectangle (Figures 3.7b-d) [186]. Non-ideal behavior may be modeled by parallel and series 

resistances as show in in Figures 3.7b-d, which can arise from potentiostat connections, resistance 

within the electrolyte between the active (“working”) electrode and the counter electrode, and the 

electrodes themselves. Alternatively, we can see from Eq. 3.23b that a sloped CV, such as in Figure 

3.7b, would result from a voltage-dependent capacitance, such as that resulting from a change in 

dielectric response as the voltage is varied. Due to the non-ideal behavior, it is useful to calculate 

an effective capacitance from the CV. 

 There are several ways to estimate the capacitance from a CV. The integral capacitance, 

𝐶𝐶𝑖𝑖𝑖𝑖𝑖𝑖, can be used to estimate the average capacitance of the electrochemical cell, i.e., 𝐶𝐶𝑖𝑖𝑖𝑖𝑖𝑖 =

(〈𝐶𝐶𝑎𝑎𝑛𝑛〉 + 〈𝐶𝐶𝑐𝑐𝑐𝑐𝑐𝑐ℎ〉)/2, where 〈𝐶𝐶𝑎𝑎𝑎𝑎〉 and 〈𝐶𝐶𝑐𝑐𝑐𝑐𝑐𝑐ℎ〉 are themselves the mean capacitances over the 

anodic (i.e, for 𝑠𝑠 > 0) and cathodic (i.e., for s< 0) segments of the CV, respectively. Integrating 

Eq. 3.23c with respect to the voltage, we obtain 

𝐶𝐶𝑖𝑖𝑖𝑖𝑖𝑖 =
1

2|𝑠𝑠|Δ𝑉𝑉
� [ 𝑗𝑗𝑎𝑎𝑎𝑎(𝑉𝑉) − 𝑗𝑗𝑐𝑐𝑐𝑐𝑐𝑐ℎ(𝑉𝑉)] 𝑑𝑑𝑑𝑑

𝑉𝑉2

𝑉𝑉1

3.24𝑎𝑎 

𝐶𝐶𝑖𝑖𝑖𝑖𝑖𝑖 =
𝐴𝐴𝐶𝐶𝐶𝐶

2|𝑠𝑠|Δ𝑉𝑉
3.24𝑏𝑏 

where |𝑠𝑠| is the magnitude of the scan rate, Δ𝑉𝑉 = 𝑉𝑉2 − 𝑉𝑉1 is the voltage window over which the 

CV is carried out, and 𝐴𝐴𝐶𝐶𝐶𝐶 is the area inside the CV. 𝐶𝐶𝑖𝑖𝑖𝑖𝑖𝑖 essentially provides a measure of the 

overall device performance during cycling. 〈𝐶𝐶𝑎𝑎𝑎𝑎〉 and 〈𝐶𝐶𝑐𝑐𝑐𝑐𝑐𝑐ℎ〉 can be calculated separately from Eq. 

3.24a but integrating over just the relevant segment of the CV and without the factor of ½. The 

capacitance can also be estimated by measuring CVs at several scan rates and plotting the current 

at a specified voltage (e.g., 𝑗𝑗𝑚𝑚𝑚𝑚𝑚𝑚(𝑉𝑉1)) versus the scan rate. According to Eq. 3.23c, the slope gives 
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the capacitance. At higher scan rates, the 𝑗𝑗(𝑠𝑠) curve usually deviates from the expected linear 

relationship, which indicates that the current response changes from a capacitive (i.e., surface 

adsorption) regime to a diffusion-limited regime. In the latter case, 𝑗𝑗 becomes linear in √𝑠𝑠 [187]. 

Both approaches are used in this thesis to estimate the capacitance and associated surface charge 

density at steady state (i.e., at a fixed voltage) for comparison with ion coverage determined by 

RAXR measurements. 

In this thesis, I use an XR-compatible three-electrode electrochemical cell to carry out CVs 

(Figure 3.8). In general, a three-electrode setup includes a working electrode where the 

electrochemical process of interest (e.g., ion absorption) takes place, a counter electrode where the 

opposite reaction takes place, and a reference (or pseudoreference) electrode that provides a stable 

point of reference for the measured voltage (Figure 3.8a). A voltage is applied between the reference 

and working electrodes to generate a current. The potentiostat lead for the reference electrode has 

a significant resistance applied across it so that current only flows between the working and counter 

electrodes. The XR-compatible electrochemical cell is shown in Figure 3.8b and includes a Kapton 

window, which allows the transmission of X-rays. The working electrode is epitaxial graphene 

grown on SiC, which is placed horizontally in the center of the cell in a reflection geometry (Figure 

3.8c). The counter electrode is a Pt wire/mesh combination (wire diameter = 0.25 mm, 99.99% trace 

metal basis; mesh wire diameter = 0.06 mm, nominal aperture = 0.25 mm), which is a standard 

noble metal for use in aqueous electrochemistry. The Pt mesh is wrapped around the Pt wire to 

increase the counter electrode surface area so that adsorption at the counter electrode is not rate 

limiting.  
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Initial in situ electrochemistry measurements were carried out using a miniature Ag/AgCl 

reference (pictured in the setup in Figure 3.8b), which is a common reference electrode used in 

aqueous electrochemistry. It includes an internal standard with an Ag wire coated with AgCl and 

3.4 M KCl solution. The standard Ag/AgCl potential is +0.23 V with respect to the standard 

hydrogen electrode (SHE) for the half-reaction reaction 

AgCl(s) + e− ⇌ Ag(s) + Cl− 

The electrode is nominally leakless with a conductive seal so that the internal KCl solution does 

not contaminate the electrochemical cell. However, on several occasions during in situ 

electrochemistry experiments, the electrochemical cell experienced sudden loss of capacitive 

behavior that could be recovered by switching to a fresh Ag/AgCl reference. We hypothesize that 

Figure 3.8. Three-electrode electrochemical cell. (A) Standard configuration with a counter 
electrode (CE) in red including a wire and mesh to increase the surface area, reference electrode 
(RE) in gray, and working electrode (WE) in green. The electrochemical reaction takes place at 
the interface of WE and electrolyte. (B) Photo of assembled XR-compatible three-electrode 
electrochemical cell shown with a leakless miniature Ag/AgCl RE and Pt wire CE. The electrolyte 
solution can be exchanged through the inlet and outlet valves. (C) Close-up view of the center of 
the XR electrochemical cell with a Pt wire + Pt mesh CE, Pt wire pseudo-RE, graphene/SiC WE, 
and auxiliary parts labeled. 

B A C 
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this breakdown in the reference electrode properties results from damage to the seal when inserting 

the miniature electrode through narrow openings into the XR-compatible electrochemical cell. 

Therefore, we switched to a Pt pseudoreference (pseudo because it is a Pt wire and lacks an internal 

electrochemical reaction with known reference potential). The reaction potential of a Pt wire was 

Figure 3.9. Platinum pseudoreference electrode. (A) Calibration of Pt pseudoreference with 
respect to Ag/AgCl standard reference measured in a 1 mM KFeCN/100 mM KCl solution; the 
half-cell potential, E1/2, is shifted by -0.3 V with a Pt reference compared to Ag/AgCl. (B) 
Pourbaix diagram showing the water stability window, i.e., the voltage range outside of which 
hydrogen gas H2(g) and oxygen gas O2(g) are evolved, as a function of electrolyte pH and for 
various reference electrodes. (Pt = purple; standard hydrogen electrode, SHE = black; Ag/AgCl = 
green). 

B 

A 
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calibrated with respect to a fresh Ag/AgCl reference electrode and was found to be -0.3 V with 

respect to Ag/AgCl (Figure 3.9a), which is consistent with a previous report [188], and results in a 

reaction potential of -0.07 V with respect to SHE. All CV measurements presented in this thesis 

were carried out with respect to the Pt wire pseudoreference. 

 One final consideration for aqueous electrochemistry measurements is that the voltage range 

is limited by the water window, i.e., the region within which water is stable and outside of which 

hydrogen gas, H2 (negative potentials), and oxygen gas, O2, (positive potentials) are generated. The 

stability window for water as a function of solution pH is shown in the Pourbaix diagram in Figure 

3.9b. At neutral pH, water is stable from -0.41 V to +0.81 V versus SHE. Thus, with a Pt reference, 

water is stable from -0.34 V to +0.88 V, which defines the voltage limits that can be applied for 

purposes of this thesis.  
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Chapter 4:  Validation of First Principles Simulations 

of Water Adsorption at the Alumina/Water Interface 

 

Portions of this chapter have been published in Refs. [189] and [190]. The work presented 

here involved close collaboration with two separate computational groups who ran the simulations. 

The first set of simulations were carried out by Dr. Kendra Letchworth-Weaver (Argonne), Dr. 

Alex Gaiduk (UChicago), and Dr. Federico Giberti (UChicago) as part of the Midwest Integrated 

Center for Computational Materials (MICCoM); the second set of simulations were carried out by 

Dr. Ying Chen (UCSD) and Dr. Eric Bylaska (Pacific Northwest National Lab). The analysis of the 

MICCoM simulation accuracy with respect to the experimental X-ray reflectivity data was a joint 

effort (Chapter 4.6), and I carried out all model-dependent optimization of simulated structures 

(Chapter 4.7). 

 

4.1: Introduction 

First principles molecular dynamics (FPMD) simulations, also called ab initio MD and 

density functional theory MD (DFT-MD), have had a significant impact in materials science, 

chemistry, and condensed matter physics [111, 191-194] in the last three decades. However, they 

rely on several design choices, including theoretical and numerical approximations, whose 

validation is often a challenging and complex task [95, 96, 103, 104, 195-201]. These include the 

selection of a suitable atomistic model to describe the system of interest (e.g., the number of atoms 

to represent it) and selection of the appropriate thermodynamic conditions (temperature, density, 
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pressure). The level of theory to describe interatomic interactions, i.e., the exchange-correlation 

functional, and the methodological approaches to solve the Kohn-Sham equations [202] (i.e., the 

description of core and valence electrons and basis set expansion of the electronic wave functions) 

must be specified. Validation of the simulation results requires that all approximations be 

appropriate, and a tight integration between experiment and computation is essential.  

Validation procedures are commonly performed for several properties of bulk solids [102, 

104, 203] and of bulk liquid water [95, 97, 103, 105, 107, 195, 198, 200, 201, 204, 205] where 

many direct predictions of experimental observables (e.g., crystallographic structures, formation 

energies, diffusion coefficients) from theoretical calculations may be obtained. The electronic 

properties of oxide/water interfaces are of particular interest for understanding 

photoelectrochemical water splitting, catalysis, and charge storage capabilities [5, 9, 19, 206], but 

they present a particular challenge for FP simulations due to the loss of translational symmetry 

across boundaries. At the same time, such systems may result in high sensitivity to any 

discrepancies in the molecular-scale interactions in these low symmetry structures, thereby offering 

an opportunity to understand the strengths and weaknesses of various approximations required for 

FP calculations.  

XR offers a direct test of computational accuracy through the simple and well-defined 

interactions of X-rays with matter as described in detail in Chapter 3. XR intensities can be 

calculated from simulated interfacial structures and compared directly with measured XR data. This 

approach serves as an adjunct to the usual method for evaluating the accuracy of simulations –that 

is, comparing the simulated atomic distributions with those derived from model-dependent analysis 

of experimental XR data, which determines a probable structure but not necessarily the right 
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structure. It is still useful to compare the real-space structures in order to understand the origins and 

relative importance of any discrepancies in the simulated XR signals, but comparing to 

experimental data is a more direct validation route. Comparisons of simulated and experimental XR 

intensities have recently been carried out for classical MD [51, 108, 207] and FPMD [207] 

simulations using predicted atomic density distributions and atomic FF (as in Eqs. 3.7b and 3.7c) 

and in one case using the predicted electron density (Eq. 3.7a) of the solid surface but with a 

classical continuum model to describe electron density of the liquid [208]. These studies have 

demonstrated that the high sensitivity of XR to atomic-scale interfacial structures provides a strict 

test of the accuracy of these simulation approaches.  

Here, we compare FPMD simulations of the 𝛼𝛼-Al2O3(001)/water interface with measured 

XR data using both the simulated atomic density distributions and the simulated electron density 

distributions for both the solid and the water regions. The latter approach is new to this work. We 

establish a general validation protocol for FPMD simulations of oxide/water interfaces (outlined in 

Figure 4.1) that can be applied to other solid/water interfaces for which high-quality X-ray 

reflectivity data can be obtained. We explore how the choice of exchange correlation functional, 

pseudopotential, system size, and statistical sampling affect the accuracy of the simulation 

predictions. The Al2O3(001)/water interface was selected because it is well-understood 

experimentally [209-214] and is relatively simple to simulate (in contrast to isostructural Fe2O3, 

which has similar interfacial water properties [210] but requires hybrid functionals to capture its 

antiferromagnetic properties arising from the spin-orbit coupling of the Fe d-shell electrons [42, 

215, 216]). The conventional unit cell of Al2O3 (Figure 4.2a) contains 12 aluminum atoms, 18 

oxygen atoms and has trigonal class symmetry (space group R3�c). The experimentally determined 
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lattice constants are a = b = 4.767 Å, and c = 12.998 Å with angles 𝛼𝛼 = 𝛽𝛽 = 90° and 𝛾𝛾 = 120° [217]. 

The unit cell contains six lattice planes along the surface normal (001) direction that differ only in 

their lateral registry (Figure 4.2b).  Consequently, in a specular XR measurement, Al2O3(001) Bragg 

peaks are observed at L = 6n (n = 1, 2, ...) or, equivalently, at Q = n 2.900 Å-1 where Q = 2𝜋𝜋𝜋𝜋/𝑐𝑐 

(see Eq. 3.4). It is convenient to use the unitless reciprocal lattice vector L rather than Q to describe 

Figure 4.1. Schematic of the validation protocol adopted in this work, showing the close coupling 
of theory and experiment customized for the specific case of FPMD simulations of the 
alumina/water interface using X-ray reflectivity.  
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the scattering condition when making comparisons between simulated and experimental XR signals 

because the lattice constants may not agree exactly.  

 

 

4.2: Exchange Correlation and Pseudopotential 

In addition to an electron’s kinetic energy arising from its radial motion and the potential 

energy due to the nuclear core, DFT calculations use an exchange-correlation functional to account 

for electron-electron interactions in many-body systems, such as those arising from the spatial 

exchange of electrons with the same spin (i.e., Pauli exclusion) and from the correlated motion of 

an electron due to the presence of all other electrons in the system [218]. FPMD uses DFT to 

Figure 4.2. Alumina crystal structure. (A) α-Al2O3 conventional unit cell (rhombohedral cell 
shown in green). (B) O-terminated (Al2O functional group) c-cut alumina (001 surface) viewed 
from the 100 direction; the dashed box indicates the vertical repeating unit cell. 
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minimize the total energy of the system with respect to its electron density, 𝜌𝜌𝑒𝑒. The total energy is 

given by 

𝐸𝐸𝑡𝑡𝑡𝑡𝑡𝑡(𝜌𝜌𝑒𝑒) = 𝑇𝑇(𝜌𝜌𝑒𝑒) + 𝑈𝑈(𝜌𝜌𝑒𝑒) + 𝐸𝐸𝑋𝑋𝑋𝑋(𝜌𝜌𝑒𝑒) 4.1 

where 𝑇𝑇 and 𝑈𝑈 are the total kinetic and potential energies (not accounting for electron-electron 

interactions), and 𝐸𝐸𝑋𝑋𝑋𝑋 is the exchange-correlation term. Many different classes of exchange 

correlation functionals have been developed of the years. These include, in order of increasing 

complexity, accuracy (often but not always) [95, 219], and computational cost: the local density 

approximation (LDA) wherein 𝜌𝜌𝑒𝑒 is treated as spatially homogenous, the generalized gradient 

approximation (GGA) in which 𝐸𝐸𝑋𝑋𝑋𝑋 depends on both the electron density at each point in space, 𝒓𝒓, 

as well as its spatial variation at that point via its derivative, and hybrid functionals with an 

additional contribution of Hartree-Fock exact exchange [218]. Within each of these groups there 

are many flavors of functional that yield different levels of agreement with experimental results. 

Eq. 4.1 must be minimized with respect to all electrons in a system and at each time step of a 

dynamical FPMD simulation, creating a significant computational challenge as the number of 

electrons and the level of theory (i.e., the inclusion of dispersion forces) increase.  

One approach to reduce the complexity and increase the efficiency of a DFT calculation is 

to decrease the number of electrons being modeled explicitly. This can be accomplished through 

the use pseudopotentials (PPs), which replace core electrons with a fictitious wavefunction and 

effective potential [220, 221]. The underlying assumption is that core electrons do not participate 

in chemical reactions, and, therefore, do not need to be modeled explicitly. The PP describes the 

potential felt by the valence electrons due to the ionic core, i.e., the nucleus plus screening due to 

the inner electrons. There are many varieties of PP. Among the most popular, and used for 
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simulations presented in this thesis, are norm-conserving PPs [222]. The PP is constructed such that 

at a cutoff radius, 𝑟𝑟𝑐𝑐, the pseudo wavefunction, 𝜓𝜓𝑃𝑃, must converge to the all-electron wavefunction 

of the bare atom, 𝜓𝜓𝐴𝐴𝐴𝐴  (Figure 4.3), and inside the cutoff radius, the norm of the pseudo 

wavefunction equals that of the all-electron wavefunction: ⟨𝜓𝜓𝑃𝑃|𝜓𝜓𝑃𝑃⟩𝑟𝑟<𝑟𝑟𝑐𝑐 = ⟨𝜓𝜓𝐴𝐴𝐴𝐴|𝜓𝜓𝐴𝐴𝐴𝐴⟩𝑟𝑟<𝑟𝑟𝑐𝑐 .  The PP 

must be optimized such that beyond 𝑟𝑟𝑐𝑐, the residual energy of the pseudo wavefunction is 

minimized. The residual energy depends on the basis set expansion chosen to solve the Kohn-Sham 

equations and depends on choices made to balance accuracy (minimize energy) with the goal of 

computational efficiency [223]. 

Figure 4.3. Schematic of pseudopotential concept showing the all-electron (solid lines) and 
pseudo (dashed lines) wavefunctions, 𝜓𝜓𝐴𝐴𝐴𝐴  and 𝜓𝜓𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝, respectively, and potentials 𝑉𝑉 = 𝑍𝑍/𝑟𝑟 and 
𝑉𝑉𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝, respectively; 𝑟𝑟𝑐𝑐 is the cutoff radius at which 𝜓𝜓𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 converges to 𝜓𝜓𝐴𝐴𝐴𝐴 . Adapted from 
Ref.  [221].   
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For a periodic system (i.e., electrons in a crystal lattice), the electronic wave functions may 

be expanded in a plane wave basis set (essentially the Fourier components of the wave) following 

Bloch’s theorem [224], 𝜓𝜓(𝒓𝒓) = exp[𝑖𝑖𝒌𝒌 ∙ 𝒓𝒓]𝑢𝑢(𝒓𝒓). An exact description of the wave  

functions can be obtained by including infinitely many plane waves, which is not feasible. Instead, 

the expansion only includes plane waves up to some energy cutoff, 𝐸𝐸𝑐𝑐𝑐𝑐𝑐𝑐, that yields accurate 

predictions of an experimental observable (i.e., a lattice constant). All wavefunctions (including 

valence and pseudo wavefunctions) are expanded with the same 𝐸𝐸𝑐𝑐𝑐𝑐𝑐𝑐. A larger cutoff energy 

indicates a larger basis set and greater computational cost, but a smaller cutoff energy may result 

in convergence errors with respect to PP and observable quantities. 

In some cases, it may be appropriate to treat semicore electrons (e.g., d-shell) explicitly in 

the DFT calculation [225], such as with systems incorporating transition metals where semicore 

electrons are expected to participate in chemical reactions. In principle, including semicore 

electrons can provide a more accurate calculation even if these electrons are not expected to 

participate in chemical reactions, as doing so would explicitly account for more quantum 

mechanical effects. However, as stated above, including more electrons explicitly increases the 

complexity of the PP and can introduce additional error to the DFT results if the PP is not properly 

optimized. 

 

 



70 
 
4.3: Experimental Methods and Results 

Sample Preparation and Measurement 

The specular XR data used for comparison with simulations were measured at beamline 33-

ID-D at the APS by Dr. Jeffrey Catalano (Washington University in St. Louis) at a photon energy 

of 12 keV. A polished 10mm x 10mm (001)-terminated single crystal alumina α-Al2O3 substrate 

was cleaning according to the procedure described in Ref. [210]: four cycles of sonication in HPLC-

grade acetone, HPLC-grade MeOH, and 18 MΩ ultra-pure de-ionized water (DIW) (nominal pH = 

7) for 15 minutes each, followed by a 12 hour soak in 2% HF and a 4 hour soak in 1M HCl followed 

by several rinses in DIW. The sample was then annealed at 1100 °C for 24 hours in air before 

transport to the APS. The sample was mounted in a thin-film cell (Figure 4.4) in DIW for XR 

measurements. 

 

  

Figure 4.4. Thin film cell for XR measurements of the Al2O3/water interface (top: schematic; 
bottom: photograph with a 3 x 10 mm Al2O3 sample). 
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XR Data Analysis Model 

The experimental Al2O3(001)/water interface structure along the (001) plane normal is 

characterized by an electron density profile, ρ(z), that was determined by direct comparison of 

measured specular XR data to calculated XR intensities based on atomistic models of the 

Al2O3(001)/water interface. These models consist of a semi-infinite known, fixed bulk alumina 

structure, five unit cells of Al2O3 interface (e.g. five repeating Al-Al-O3 planes above the bulk 

structure for a total of 15 atomic layers), an adsorbed water layer, and a layered bulk water model 

[120, 209, 210]. The position, vibrational amplitude, and coverage for each of the interfacial 

alumina layers and the adsorbed water layer were optimized following the model-dependent 

analysis procedure described in Chapter 3. The parameters for the bulk Al2O3 crystal were kept 

fixed in the data analysis. The model also included extrinsic factors for the roughness (see Chapter 

3.1.1), the water layer thickness (influencing the attenuation of X-rays through the sample), and an 

overall scale factor (to align the Bragg peak intensities of the calculated structure and the data).  

The positions of each layer in the alumina surface model are independently optimized as are 

the position of the first hydration layer and the starting position of the extended layered water model 

(18 parameters total). The extended layered water model describes a series of m Gaussians (m = 0, 

1, 2…) each with occupation Θ𝑤𝑤 defined as 

Θ𝑤𝑤 =
𝐴𝐴𝑈𝑈𝑈𝑈𝑑𝑑𝑤𝑤
𝑉𝑉𝑤𝑤

4.2 

where AUC is the unit cell area of the substrate (19.597 Å2 for Al2O3(001)), and Vw = 29.9 Å3 is the 

volume of a water molecule in the bulk liquid. The position 𝑧𝑧𝑚𝑚 and r.m.s. width 𝑢𝑢𝑚𝑚 of each 

Gaussian are given by 
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𝑧𝑧𝑚𝑚 = 𝑧𝑧0 + 𝑚𝑚𝑑𝑑𝑤𝑤

𝑢𝑢𝑚𝑚 = �𝑢𝑢02 + 𝑚𝑚𝑢𝑢�2
4.3 

where 𝑧𝑧0 and 𝑢𝑢0 are the height and r.m.s. width, respectively, of the zeroth Gaussian of the extended 

water layer (i.e., closest to the adsorption surface along the surface normal), 𝑑𝑑𝑤𝑤 is the distance 

between adjacent Gaussians and is uniform, and 𝑢𝑢� is the width broadening of the Gaussians so that 

the vibrational amplitudes increase away from the alumina slab to asymptotically approach the bulk 

density for water (𝜌𝜌𝑤𝑤 = 0.33 e-/Å3). This water model contributes three additional parameters (21 

total).  

The vibrational amplitudes of the alumina surface layers are modeled as an exponential 

profile with an enhancement of the r.m.s. width at the surface, 𝑢𝑢𝑒𝑒𝑒𝑒ℎ, and a decay length from the 

surface into the bulk layers, 𝜆𝜆𝑒𝑒𝑒𝑒ℎ. The width of each atomic layer, 𝑗𝑗, is given by 

𝑢𝑢𝑗𝑗 = 𝑢𝑢0�1 + 𝑢𝑢𝑒𝑒𝑒𝑒ℎ𝑒𝑒(𝑧𝑧𝑗𝑗−𝑧𝑧𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠)/𝜆𝜆𝑒𝑒𝑒𝑒ℎ� 4.4 

where 𝑢𝑢0 is the element-specific bulk width (0.0514 Å for Al and 0.0563 Å for oxygen in 𝛼𝛼-Al2O3), 

and the enhancement effect for the layer at 𝑧𝑧𝑗𝑗 (where the substrate is defined at z < 0) is referenced 

to the height of the surface layer 𝑧𝑧𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠. This simple model for the surface vibrational amplitudes 

forces the r.m.s. layer widths to converge to the bulk values at the bulk position (below the fifth 

Al2O3 unit cell). It also has the benefit that it reduces the number of parameters for the model-

dependent fitting routine compared to fitting each layer’s r.m.s. width individually, leading to 

greater confidence in the best fit results. Only two parameters are needed to describe the widths of 

all 15 interfacial layers, giving a total of 23 parameters in the model-dependent analysis.  

 

 



73 
 
Results 

The best fit to the XR data yielded χ2 = 1.54 (Figure 4.5a) with the layer structure given in 

Table 4.1. The best-fit electron density distribution (Figure 4.5b) reveals an alumina interface 

described by an oscillatory relaxation pattern within the top five Al2O3 layers nearest the interface 

with the surface-most O layer expanding away from the alumina bulk. The surface vibrational 

amplitudes are two times the bulk values and manifest as a suppression of the maximum peak 

density of the surface-most layers. The enhancement decays to bulk-like widths below the second 

unit cell. The liquid water structure is described by a modulated fluid density with a first adsorbed 

hydration layer at a distance of 2.52 ± 0.01 Å above the Al2O3 surface and an occupation factor of 

1.83±0.12 water molecules per surface unit cell (H2O/UC). The first layer of the weakly modulated 

extended water is located ~3.1± 0.1 Å above the first hydration layer and decays to the bulk water 

density at z ~ 10 Å above the alumina surface. The surface roughness was  𝛽𝛽 = 0.3 ± 0.01, 

corresponding to an r.m.s. roughness of 1.7 ± 0.05 Å (Eq. 3.12), and the water film was found to 

be 57 ± 9 𝜇𝜇m thick. 
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Figure 4.5. Experimental specular XR results for the Al2O3(001)/water interface. (A) The best fit 
to the XR data (black line and red circles with error bars as 1𝜎𝜎 uncertainties, respectively) gives 
χ2 = 1.54; the reflectivity expected from an ideally terminated c-cut alumina substrate is shown 
for reference (gray line). (B) The best-fit electron density profile reveals Al2O3 surface 
relaxations, a well-defined adsorbed water layer (𝑤𝑤𝐴𝐴𝐴𝐴𝐴𝐴), and a weakly modulated extended 
layered water model (𝑤𝑤𝐸𝐸𝐸𝐸𝐸𝐸) with oscillations decying to a uniform bulk density beyond ~10 Å. 

wEXT 
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Table 4.1. XR best-fit structure for the α-Al2O3(001)/water interface (uncertainty on last 
significant figure in parentheses). 

Z z (Å) u (Å) 𝚯𝚯  
(AUC-1) 

Alumina 
13 -10.013(4) 0.0514 1 
13 -9.489(4) 0.0514 1 
8 -8.663(2) 0.0563(1) 3 
13 -7.834(6) 0.0515(2) 1 
13 -7.310(7) 0.0515(3) 1 
8 -6.502(2) 0.0564(7) 3 
13 -5.705(6) 0.052(1) 1 
13 -5.194(6) 0.052(2) 1 
8 -4.340(5) 0.057(5) 3 
13 -3.51(1) 0.053(8) 1 
13 -2.952(6) 0.05(1) 1 
8 -2.149(6) 0.06(2) 3 
13 -1.22(1) 0.07(3) 1 
13 -0.888(8) 0.07(3) 1 
8 0.022(7) 0.121(17) 3 

Water 
8a 2.54(1) 0.34(5) 1.83(12) 
8b 5.7(1) 1.16(11) 1.98(22) 

a First adsorbed water layer. b First Gaussian of extended water using a layered water model (Eqs. 
4.2 and 4.3). 
 

 

Follow-up Studies 

Both c-cut (001) and r-cut (012) 𝛼𝛼-Al2O3 samples were prepared for additional 

measurements of water adsorption on alumina. Off-specular XR measurements were carried out on 

the Al2O3(001)/water interface at APS Sector 33-ID-D using a photon energy of 20 keV to probe 

the lateral ordering of water at this interface. Specular XR and RAXR data were collected on both 

c-cut and r-cut alumina to investigate the effects of pH on water adsorption, to discern the 

contribution of ions to the electron density of the interfacial layering, and to assess the relative 
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reactivity of these two surfaces of alumina. The solution pH was controlled using 0.01 M HCl (pH 

= 2), 0.01 M NaOH (pH = 12), or 0.01 M RbOH (pH = 12). Specular XR data were measured at 

beamlines 13-ID-C at a photon energy of 13 keV and 6-ID-B at a photon energy of 18 keV. RAXR 

data were also collected at beamlines 13-ID-C and 6-ID-B near the Rb K-edge, E = 15.2 keV. The 

sample preparation followed the same procedures described above and in Ref. [26] with some 

modifications as described in Appendix A.1. The analysis of these data is ongoing, and some 

preliminary analysis is presented at the end of this Chapter and in Appendix A.1.  

 

 

4.4: Detailed Simulation Methods 

4.4.1: MICCoM Simulations for Direct Comparison with XR Results 

The following simulations were carried out by K. Letchworth-Weaver (Argonne), A. 

Gaiduk, and F. Giberti (UChicago) and in collaboration with Giulia Galli (UChicago) and Maria 

Chan (Argonne) as part of MICCoM’s efforts toward the validation of FP calculations of 

solid/water interfaces.  

 

The structural model chosen to represent the Al2O3(001)/water interface consists of a 

periodically repeated rhombohedral supercell with a 3 × 2√3 surface cell and 27.057 Å between 

replicated periodic images. The alumina was modeled as a solid slab with 6 oxygen layers in the 

vertical (001) direction, 12 in-plane unit cells, and a fully hydroxylated surface termination (H [O3-

Al-Al]5 O3-H). The liquid was modeled with 96 water molecules (Figure 4.6). The chosen surface 

termination is consistent with previous experimental characterization and fitting analysis of the 
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Al2O3(001) surface in water at neutral pH [209, 210, 212, 214, 226, 227]. In total, each simulation 

includes 120 Al atoms, 312 O atoms, and 264 H atoms (696 total atoms).  

The initial atomic configuration of the slab was prepared starting from the final snapshot of 

a previously equilibrated alumina/water interface, which was simulated using FPMD with the PBE 

functional and included a 3-layer Al2O3 slab interfaced with 96 water molecules [228]. That 

snapshot was expanded along the (001) direction to accommodate a thicker 6-layer Al2O3 slab; it 

was subsequently equilibrated for ~1 ns using classical MD (CMD) in the LAMMPS code [229] 

with the ClayFF force field [230] to describe the Al2O3 and SPC/E [231] to model liquid water. 

Finally, FPMD simulations were carried out starting from randomly chosen snapshots of the 

equilibrated classical simulation. These snapshots were equilibrated for ~6 ps by FPMD before 

trajectory sampling. Each final FPMD prediction used for comparison with the experimental data 

Figure 4.6. Snapshot of the FPMD supercell before equilibration, viewed along the 11�0 direction, 
with a 6-layer Al2O3 slab and 96 water molecules. d006 is the slab lattice parameter. O atoms are 
red, Al atoms are pink, and H atoms are white. (Structural model constructed by A. Gaiduk).  
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is the average of the prediction from four independent trajectories sampled for various durations 

ranging from 2.5 – 10 ps each, which were seeded from four separate CMD snapshots. 

The FPMD simulations were performed in the Qbox code [232] where the Kohn-Sham 

equations are solved using plane-wave basis sets and Optimized Norm-Conserving Vanderbilt 

pseudopotentials (PP) [223, 233]. All calculations were performed using PPs generated with the 

PBE exchange correlation functional [234] and designed for use at an energy cutoff of 60 Ry. The 

PPs were constructed such that the 1s electrons of oxygen and of aluminum were always considered 

as core electrons and, thus, frozen in their respective atomic configurations. In the case of Al, we 

considered two different PPs: 1) a PP in which the 3s23p1 electrons were considered as part of the 

valence partition (the “3e-PP”) was used for simulations with two different exchange correlation 

functionals, PBE and optB88 [105], and 2) a PP in which the 2s22p63s23p1 electrons were in the 

valence partition (the “11e-PP”) was used for additional optB88 simulations. In total, this leads to 

2496 or 3456 valence electrons being treated explicitly when the 3e-PP or 11e-PP is used for Al, 

respectively. The simulation supercell was sampled at the Γ point (commensurate with a 3x3x1 k-

point sampling of the conventional hexagonal Al2O3 unit cell) with periodic boundary conditions 

and a cutoff energy of 60 Ry for PBE calculations and 80 Ry for optB88 calculations. Runs were 

[235]carried out at constant temperature (NVT) using a BDP thermostat [236] with T = 400 K for 

PBE simulations and T = 330 K for optB88 simulations.  

PBE is the workhorse functional of DFT. It has been shown to accurately reproduce the 

geometric and electronic properties of bulk alumina [237] but performs less-well for bulk water 

[95]. In particular, PBE is known to overestimate HB strengths, resulting in an overstructured liquid 

with slow diffusion coefficients compared to experiment, a density below 1 g/cm3, and ice with a 
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higher density than the liquid [238]. PBE calculations of water are usually carried out at T = 400 K 

to correct this overstructuring [239], but such a high temperature could have undesired effects on 

the alumina in the case of simulations of the alumina/water interface. Yet, several FPMD 

calculations of alumina/water interfaces have been carried out using PBE in recent years [228, 240] 

due to the relatively low computational cost of PBE compared to hybrid functionals, which provide 

only limited improvements for predictions of bulk water properties [95, 235]. The optB88 exchange 

correlation functional includes van der Waals (vdW) interactions and has previously been shown 

to outperform PBE in its predictions of the structural and vibrational properties of liquid water 

[195]. Moreover, optB88 can reproduce some of the water properties as accurately as the hybrid 

functional PBE0 [241] but at a significantly lower computational cost [195, 242]. Nevertheless, the 

simulations carried out in this study incur significant computational cost due to the large number of 

explicit electrons; thus, we used CMD for further investigation of the effect of the distance of the 

first water layer from the solid surface on the XR signals. 

 

4.4.2: DOE Geosciences Simulations  

The following simulations were carried out by Y. Chen (UC San Diego), E. Bylaska (Pacific 

Northwest National Lab), and John Weare (UCSD) as part of the Geosciences Research Program 

from the DOE/BES.  

  

These simulations were performed using the pseudopotential plane-wave program NWPW 

[243, 244] contained in the NWChem computational chemistry package [245]. Two separate 

calculations were carried out using PBE, one with and one without the Grimme2 [100, 246] 
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dispersion correction. Grimme2 is a phenomenological correction designed to account for long-

range vdW interactions not included in semi-local PBE (unlike optB88, which includes vdW 

interactions explicitly). For both the PBE and the PBE+Grimme calculations, the structural 

properties of a perfect bulk alumina crystal were first optimized using a 2 × 2 × 1 Monkhorst-Pack 

Brillouin zone sampling [247]. The valence electron interactions were approximated using 

generalized norm-conserving Hamann pseudopotentials [248] generated using PBE in a separable 

form suggested by Kleinman and Bylander [222, 249].  The electronic wavefunctions were chosen 

based on previous studies [250] and were expanded using a plane-wave basis with periodic 

boundary conditions with a wavefunction cutoff energy of 100 Ry and a density cutoff energy of 

200 Ry. With PBE, this gave bulk alumina lattice parameters of a = b = 4.767 Å, c = 12.999 Å, α = 

β = 90°, and γ = 120°, which are within 0.2% of experimental results (a = b = 4.757 Å, c = 12.998 

Å) [251]. Relaxing the unit cell upon addition of the Grimme2 correction gave lattice parameters 

of a = b = 4.746 Å, c = 12.911 Å (0.7 % smaller than the experimental result), and α = β = 90° and 

γ = 120°.  

Next, an FPMD simulation supercell with lateral dimensions a = b = 9.534 Å and length c 

= 45.150 Å, α = β = 90° and γ = 120° was generated for simulations of the Al2O3(001)/water system. 

The alumina surface was modeled as a 12-layer 2 x 2 slab with deuterated surface oxygens (i.e., 

Al88O144D24, comprising 1086 valence electrons). 64 D2O (512 valence electrons) were placed in 

the vacuum between alumina slabs in the periodic cell to obtain a water density ~1 g/cm3 (see Figure 

4.7). The use of deuterium allows for larger MD time steps. The size of the cell and number of 

water molecules were chosen specifically to capture the known extent of changes to the alumina 
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surface structure (i.e., relaxations within at least the three surface layers) and the modulation of the 

interfacial water [40, 210].  

The initial interfacial hydration structures were generated using a mixed FPMD/molecular 

mechanical (FPMD/MM) model in which the positions of the slab layers were fixed and the water 

molecules were modeled using the SPC/E interaction potential. This FPMD/MM model has been 

shown to produce excellent agreement with experimental data for the hydration structure of charged 

ions in solution (i.e. Zn2+ aqua ion) [252]. In the calculations reported here, the FPMD/MM 

structures were equilibrated by FPMD for 1.5 ps during which time the potential and kinetic 

Figure 4.7. Top: a snapshot of the 12-layer Al2O3(001)/water system from the PBE-based FPMD 
simulation is shown with the supercell perpendicular to the alumina (001) surface indicated by 
the white box. The black vertical dashed lines coincide with the bulk-like center of the alumina 
slab and bulk-like center of the water region. O atoms are red, Al atoms are pink, and H atoms 
are white. Bottom: total electron density profile with a repeating supercell. The surface oxygen of 
one alumina slab is shown at z = 0 Å. The blue dashed box indicates the section used for 
comparison with XR data. (Snapshot provided by E. Bylaska). 
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energies stabilized. Trajectories were sampled at the Γ-point using the Car-Parrinello method [253, 

254], and snapshots were collected every 1.2 fs for 10 ps during which time the simulation did not 

evolve significantly. These simulations were carried out in the presence of Nosé–Hoover 

thermostats [255-257] with a time step of 0.12 fs and fictitious mass of 750 au. The temperature 

and period of the ionic and electronic thermostats were set to 300 K and 1200 au, respectively.  

 

 

4.5: Calculating XR Intensities from Predicted Structures 

Simulated XR intensities for direct comparisons with experimental XR data were computed 

by K. Letchworth-Weaver using software she developed previously for the calculation of SrTiO3 

XR signals [208] and modified for the specifics of the present system. Comparisons and 

interpretation of the results were carried out by me and K. Letchworth-Weaver. I separately 

calculated XR intensities from FPMD structures for empirical optimization of these predictions 

with respect to the XR data. My calculations used MATLAB scripts developed in the Interfacial 

Processes Group. Both sets of calculations follow the same formalism described here. 

 

For each simulation we identify three regions corresponding to the structures probed by the 

XR measurement: the bulk crystal, the substrate surface and interfacial liquid, and the bulk liquid. 

The total structure factor F(Q) is evaluated following Eq. 3.7 by writing 𝜌𝜌(𝑧𝑧) as the sum of 

contributions coming from each of the three regions. The structure factor contribution from the 

solid/water interfacial region is simply that of the oxide surface and the adjacent fluid as simulated 

with interfacial density, 𝜌𝜌𝑖𝑖𝑖𝑖𝑖𝑖(𝑧𝑧); the interface is defined over the range 𝑧𝑧𝐵𝐵 < 𝑧𝑧 < 𝑧𝑧𝑤𝑤 where 𝑧𝑧𝐵𝐵 is 
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the middle (i.e., most bulk-like) position within the simulated solid slab, and 𝑧𝑧𝑤𝑤 is the most bulk-

like position within the water region. The bulk fluid at 𝑧𝑧 > 𝑧𝑧𝑤𝑤 is represented as a semi-infinite 

water layer above the simulated interfacial water region with uniform density, 𝜌𝜌𝑤𝑤, chosen to be 

equal to the experimental electron density of bulk water (0.33 e-/Å3); its structure factor is 𝜌𝜌𝑤𝑤/𝑖𝑖𝑖𝑖 

multiplied by a phase factor to describe its distance from the bulk substrate. The bulk solid structure 

at 𝑧𝑧 < 𝑧𝑧𝐵𝐵 can be defined in three different ways, each with its own merits and drawbacks: 1) using 

the known bulk structure as determined by experiments; 2) using the bulk structure as predicted by 

a fully periodic bulk DFT calculation; or 3) as a semi-infinite extension of the center layer of the 

solid slab:   

(1) Because XR signals are highly sensitive to bulk crystal structures [258], any errors 

in the simulated bulk (including the lattice constant, internal atomic coordinates, or spatial 

valence electron distributions) will contribute to significant systematic errors throughout the 

calculated XR signals. Errors in the simulated lattice constant will shift the sharp, intense 

Bragg peaks in the computed XR signals away from their positions in the experimental data, 

leading to significant 𝜒𝜒2 discrepancies. For example, an overestimate of the alumina slab 

lattice parameter by only 1.7% results in residual errors (expression in parentheses in Eq. 

3.10) approaching Δ𝑅𝑅/𝜎𝜎𝑅𝑅 = 2000 just below the second Bragg peak at Q = 5.8 Å-1 (Figures 

4.8a-i and 4.8b). Meanwhile, errors in the internal unit cell coordinates (i.e., the Al-Al 

distance) or valence electron distributions in the bulk will alter the slow modulation of the 

CTR intensities (e.g., as seen in the relative intensities near the Bragg peaks). Such errors 

can be minimized by incorporating the experimentally known substrate crystal structure 

while using the simulation to define only the interface (Figure 4.8a-ii and 4.8b). However, 
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this results in an implicit structural mismatch between the bulk and interfacial components 

that can manifest as differences in peak densities of the electron density distribution due to 

disagreement of the layer r.m.s. widths (Figure 4.8a-ii) and as a slope on the surface 

relaxation, i.e., the fractional displacement of atomic layers with respect to their expected 

bulk positions (Figure 4.9). Ultimately, this mismatch leads to extrinsic and unphysical 

oscillations in the calculated XR intensities due to the presence of a discrete boundary 

between the bulk and interface regions.  

This approach is best suited to a model-dependent optimization of the simulated 

structure with respect to XR data (as in Chapter 4.7) wherein the predicted interfacial 

structure is adjusted following the usual model-dependent least-squares fitting procedure 

that is used for the analysis of experimental data (see Chapter 3.1.1). By optimizing the 

interface structure, the discrete boundary between experimental bulk and simulated 

interface is eliminated and 𝜒𝜒2 minimized.  

(2) Fully periodic DFT calculations comprising a single unit cell with periodic boundary 

conditions have been found to give lattice constants within 1% of expected Al2O3 values 

[189, 237]. Meanwhile, the lattice parameter of the solid in an extended slab geometry, as 

used for oxide/water interface simulations, is typically larger than that of a fully periodic 

DFT calculation [189, 259]. Therefore, use of the DFT bulk to define the bulk structure 

factor for XR calculations would lead to more accurate Bragg peaks than using the slab 

lattice parameter, albeit still with a significant contribution to the 𝜒𝜒2 value. This approach 

would also be consistent with the conceptual framework of FPMD wherein the interface 

(slab geometry) and bulk (periodic DFT) are evaluated independently, and the expansion of 
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the slab lattice parameter compared to the bulk DFT is ignored. As long as the periodic DFT 

lattice constant is within a certain threshold of the experimental bulk value (e.g., 1%), the 

approximations used to carry out the simulations are deemed appropriate. However, because 

the XR probe simultaneously sees the bulk, the interface, and the transition between the two, 

combining the periodic DFT bulk structure with the slab interface can introduce a structural 

mismatch between the solid bulk and interface regions, just as using the experimental bulk 

structure would. 

(3) Treating the bulk solid as a semi-infinite extension of the middle “bulk-like” layer 

of the slab ensures that there is no discontinuity between the bulk and interfacial regions. 

To mitigate errors in the computed XR intensities resulting from the overestimates in lattice 

spacing, comparisons with the reflectivity data can be made in units of reciprocal lattice 

index L. This effectively scales the z-axis so that all simulations have a substrate lattice 

spacing equal to the experimental value (Figure 4.8a-iii and 4.8c). However, a consequence 

of this choice is that all other aspects of the structure, including the Al2O3 substrate internal 

aluminum coordinate (i.e., the Al-Al distance at the middle of the Al2O3 slab) and the 

simulated water profile are also scaled. These effects must be kept in mind when interpreting 

the sources of 𝜒𝜒2 errors.  
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Figure 4.8. Definition of the substrate bulk structure for the calculation of XR intensities from 
simulated electron density distributions. (A) The effective electron density profiles are shown 
with the Al2O3 surface oxygen at z0 as the reference plane. The predicted interfacial structure from 
FPMD (PBE), including the alumina surface and adsorbed water layer (light blue), is placed 
between bulk Al2O3 and bulk water layers colored based on the bulk substrate definition: i) using 
the slab lattice parameter 𝑑𝑑006𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹, Al-Al spacing, and vibrational amplitudes (green); (ii) using the 
experimental lattice constant 𝑑𝑑006

𝑒𝑒𝑒𝑒𝑒𝑒, Al-Al spacing, and vibrational amplitudes (purple); and (iii) 
using the slab structure effectively scaled in the z-direction by 𝑑𝑑006𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 due to comparisons of the 
XR intensities with respect to the reciprocal lattice unit L (r.l.u.; yellow). The adsorbed interfacial 
water height 𝛥𝛥𝑤𝑤 is indicated. (B) The comparison of the XR intensities (top) and residuals 
(bottom) as a function of Q calculated from the structures in (A-i,ii) shows orders of magnitude 
errors near the Bragg peaks (dotted vertical lines) when the slab lattice parameter is used. (C) The 
comparison of the XR intensities (top) and residuals (bottom) in terms of L (r.l.u.) effectively 
scales out the lattice parameter overestimate, corresponding to the structure in (A-iii); the Bragg 
peaks align and the residual errors are reduced.  

A B 

C 

i 

ii 

iii 
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For direct comparisons of the as-simulated FPMD structures with experimental XR data 

(Chapter 4.6), we chose to define the bulk substrate structure following the third approach. 

Specifically, the substrate crystal structure is calculated as a repeating periodic array of the bulk-

like middle of the Al2O3 slab (i.e. the three planes Al-Al-O3) with a slab lattice parameter d006 equal 

to the oxygen-oxygen vertical inter-layer spacing (Figures 4.6 and 4.8); this bulk crystal has a total 

structure factor given as the product of the structure factor of a single unit cell with density 𝜌𝜌𝐵𝐵(𝑧𝑧) 

and the CTR structure factor (Eq. 3.6). Altogether, the full structure factor for the FPMD simulation 

is written as 

𝐹𝐹(𝑄𝑄) = 𝐹𝐹𝐶𝐶𝐶𝐶𝐶𝐶𝐹𝐹𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵 + 𝐹𝐹𝑖𝑖𝑖𝑖𝑖𝑖 + 𝐹𝐹𝐻𝐻2𝑂𝑂

=
∫ 𝜌𝜌𝐵𝐵(𝑧𝑧)𝑒𝑒𝑖𝑖𝑖𝑖𝑖𝑖𝑑𝑑𝑑𝑑𝑑𝑑
0
1 − 𝑒𝑒−𝑖𝑖𝑖𝑖𝑑𝑑006

+ � 𝜌𝜌𝑖𝑖𝑖𝑖𝑖𝑖(𝑧𝑧)𝑒𝑒𝑖𝑖𝑖𝑖𝑖𝑖𝑑𝑑𝑑𝑑
𝑧𝑧𝑤𝑤

0
+
𝜌𝜌𝑤𝑤
𝑖𝑖𝑖𝑖

𝑒𝑒𝑖𝑖𝑖𝑖𝑧𝑧𝑤𝑤
4.5 

Figure 4.9. Effect of the choice of “bulk” lattice constant on the calculated Al2O3 surface 
relaxation, i.e., the deviation 𝛥𝛥𝛥𝛥 of the surface atom positions from their expected bulk positions 
for (A) PBE, (B) optB88, and (C) optB88 with a 10% reduction of the supercell size along the 
Al2O3 (001) direction. The surface relaxations computed using the simulated 𝑑𝑑006𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹(red) show 
an asymptotic decay in 𝛥𝛥𝛥𝛥 from the alumina surface (z = 0) to the bulk-like positions whereas 
those calculated using the known experimental bulk 𝑑𝑑006

𝑒𝑒𝑒𝑒𝑒𝑒 (gray) include an implicit structural 
mismatch that leads to a slope on 𝛥𝛥𝛥𝛥 (‘∙ −’ lines). The FPMD calculations shown here are from 
the six-layer alumina slab simulations. 
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where the position of the bulk layer, 𝑧𝑧𝐵𝐵, has been taken to be equal to 0. The structure factors in 

Eq. 4.5 can be calculated directly from the full electronic structure prediction from FPMD, new to 

this work, or from the simulated atomic densities and FF as in previous studies [51, 108, 189].  The 

direct use of FPMD electron density distributions accounts for any changes to valence electron 

configurations and directly tests the ability of DFT to predict the associated XR signals. Meanwhile, 

the use of simulated atomic densities is beneficial in evaluating the accuracy of the simulated 

structure (i.e., the location of a particular atomic layer) with respect to the best-fit structural model 

and its uncertainties. We employ both calculation schemes in this study to evaluate the consistency 

between and relative accuracies of the simulated electronic distributions and those assumed by FF. 

One final consideration is that the FPMD simulations consider perfectly smooth interfaces 

whereas the experimental sample includes some amount of surface roughness as described in 

Chapter 2.1.1. Therefore, an additional roughness parameter following Eq. 3.11 should be applied 

to simulated XR intensities so that the accuracy of intrinsic structures is not masked by extrinsic 

factors. In practice, the roughness can easily be included as a fitting parameter in the 𝜒𝜒2 

calculations, even in the case where the accuracy of the FPMD structures is evaluated directly (i.e., 

without any adjustment of the as-predicted structure). 

 

 

4.6: Direct Comparison of Simulated XR intensities with XR Data  

4.6.1: Choice of Theoretical Model 

 The results of all FPMD simulations used for direct comparisons are summarized in Table 

4.2, including slab lattice spacings and 𝜒𝜒2 levels of agreement with the XR data calculated from 



89 
 
elemental number densities and FF or directly from the DFT electron density distributions. Starting 

with the simulations carried out using the PBE functional, we see that the simulated electron density 

profile (Figure 4.10a) obtained as the average of four 10 ps trajectories is qualitatively consistent 

with the experimentally-derived electron density profile. However, we identify several structural 

discrepancies with the experimental best-fit model (Figure 4.5 and Table 4.1). The PBE slab lattice 

parameter differed from the experimentally known value by +1.7% (Table 4.2). In contrast, the 

fully periodic, optimized bulk PBE simulation gave an Al2O3 lattice parameter of 2.19 Å, ~1.2% 

larger than the experimental value. PBE also overestimates the interfacial water height above the 

oxide surface Δ𝑤𝑤 by ~0.2 Å compared to the experimental best-fit (2.52 ± 0.01 Å) and 

underestimates the occupation factor Θ of the first hydration layer (i.e., the integrated area of the 

first water peak with respect to the Al2O3 surface unit cell area), giving 1.3 H2O/UC compared to 

1.83 ± 0.12 H2O/UC found in the experimental analysis. The water structure from PBE is consistent 

with that from a previous study [228] and with the PBE results presented later in this thesis (Chapter 

  

Table 4.2. Qualities of agreement, 𝜒𝜒2, from comparisons of MICCoM FPMD simulations with 
experiment.  

Exchange 
Correlation PP 𝚫𝚫𝑽𝑽a 

(%) 
t 

(ps)b 
𝐝𝐝𝟎𝟎𝟎𝟎𝟎𝟎𝑭𝑭𝑭𝑭𝑭𝑭𝑭𝑭 
(Å)c 

dAl-Al 

(Å)d 
𝚫𝚫𝒘𝒘 
(Å) 

𝚯𝚯 
(H2O/UC) 

𝝌𝝌𝟐𝟐 
Atomic FF DFT e- 

PBE 3 0 40 2.2028 0.5131 2.74 1.3 102 119 
optB88 3 0 12.8 2.1982 0.5190 2.68 1.5 66 91 
 11 0 11.6 2.1843 0.4986 2.68 1.5 100 197 
 11 10 13.2 2.1809 0.4999 2.64 1.7 69 133 

 3 10       57e 
Experiment    2.1663 0.5230 2.52 1.83 1.54  

aVolume change of the simulation cell via compression along alumina (001)-direction relative to 
the volume used in the PBE simulation; bTotal simulation time after averaging over 4 independent 
trajectories; cAl2O3 slab lattice parameter; dVertical spacing between adjacent aluminum atoms in 
the bulk-like middle of the Al2O3 slab; eCalculation uses the atomic positions from the optB88 11e-

PP trajectory with compression but dressed with the 3e-PP core and valence configurations. 
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Figure 4.10. Simulated electron densities and XR intensities from different theoretical methods 
compared to the experimental result. All simulated data are computed using form factors; FPMD 
results are those of the 3e- PP simulations in Table 4.2. (A) Electron density profiles of the 
simulated Al2O3 surface from the PBE (blue dotted line) and optB88 (green solid line) 
simulations plotted with the surface oxygen at zO as the reference plane, showing subtle 
deviations from the experimental best fit (black line); the differences are more visible in an 
equivalent CMD simulation (red) due to a larger discrepancy in the Al2O3 lattice parameter. (B) 
The electron density profiles of the interfacial water region reveal predicted interfacial water 
heights exceeding that obtained from XR experiments with the CMD result in closest agreement 
and the PBE result in worst agreement with the experimental best fit. (C) The simulations 
reproduce the general shape of the XR data (experimental errors shown as 1𝜎𝜎 uncertainties) but 
with notable differences in the region below the first Bragg peak (dotted box) and for L ~ 6-9. 
(D) A close-up view of the region in the dotted box from (C) shows that the simulated XR 
intensities from FPMD qualitatively reproduce oscillations in the XR data better than that from 
CMD; the optB88 functional outperforms PBE, reflecting important qualitative improvements 
in the optB88 electron density distribution. The surface roughness factor was 0.28, in agreement 
with the value obtained from the experimental analysis. (Individual figure panels provided by 
K. Letchworth-Weaver). 
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4.7), which used a different simulation software (Qbox versus NWChem) and different FPMD 

parameters as described in Chapter 4.3. This suggest that the PBE exchange correlation functional, 

independent of other FPMD factors, does not accurately describe the interactions of the Al2O3/water 

interface. 

The optB88 exchange correlation functional provides several improvements over PBE. The 

simulated alumina slab lattice spacing from optB88 exceeds that of the experiment by +1.5% as 

opposed to PBE’s +1.7% (both using the 3e-PP). Further gains are obtained from optB88 with an 

11e-PP, yielding a slab lattice parameter +0.8% compared to that of the experiment (the periodic 

bulk optB88 DFT calculation gave an Al2O3 lattice parameter of 2.17 Å, ~0.3% larger than the 

experimental value). These differences in the Al2O3 bulk lattice spacing do not lead to substantial 

qualitative differences between the electron density profiles of the Al2O3 surface obtained from 

PBE, optB88, and the experimental best fit model (comparisons of the results obtained using the 

3e-PP are shown in Figure 4.10a). However, such differences are important in determining the 

accuracy of the computed XR intensities as all comparisons are performed with respect to L (i.e., 

after normalizing the lattice constant errors). 

We observe clear differences in the interfacial water distributions as well (Figure 4.10b). 

The optB88 functional predicts an interfacial water height of 2.68 Å (independent of the choice of 

PP), in closer agreement with the expected experimental value (2.52 Å) than the height predicted 

by PBE (2.74 Å). The optB88 functional also predicts an occupation factor of the first hydration 

layer of 1.5 H2O/UC, which is more consistent with the experimental best-fit result (1.83 ± 0.12 

H2O/UC). These results suggest that the optB88 functional, which includes vdW interactions, 

provides an improved description of interfacial water properties relative to PBE. 
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The noted improvements in the electron density distribution obtained with the optB88 

functional and 3e-PP translate to superior 𝜒𝜒2 agreements in the calculation of the optB88 3e-PP XR 

intensities (Figure 4.10c,d and Table 4.2). Namely, 𝜒𝜒2 decreases from 102 for PBE to 66 for optB88 

when using atomic FF, or from 119 to 91 for PBE and optB88, respectively, when using DFT 

electron densities directly. However, such an improvement is not observed when using optB88 with 

the 11e-PP despite its more accurate prediction of the lattice parameter. In this case, 𝜒𝜒2 = 100 using 

FF, equivalent to the PBE result (102), and 𝜒𝜒2 = 197 using DFT charge densities.  

The different 𝜒𝜒2 of the 3e-PP and 11e-PP optB88 calculations suggest that there are errors 

present in the 11e-PP leading to inaccuracies in the atomic structural prediction (seen in the 𝜒𝜒2 

results using FF) as well as in the valence electron distribution (revealed by the 𝜒𝜒2errors using the 

DFT charge densities). One possible explanation for the worse 𝜒𝜒2 accuracy for the 11e-PP optB88 

calculation using FF is that this simulation gives a less accurate prediction of the internal aluminum-

aluminum layer spacing dAl-Al at the slab center compared to the 3e-PP optB88 case (Table 4.2). 

These values are 0.4986 Å and 0.5190 Å, respectively, whereas the experimental value is 0.5230 

Å. This highlights the sensitivity of the XR data to small displacements. We explore the sensitivity 

to the DFT electron distribution in detail in Chapter 4.6.3. 

Lastly, comparison with an equivalent CMD simulation (i.e., with six alumina oxygen layers 

and 96 water molecules) further points to the interfacial water height as an especially important 

factor in improving 𝜒𝜒2. The Al2O3 slab lattice parameter from CMD is 2.2551 Å and the interfacial 

water height is 2.55 Å. The large alumina lattice spacing results in a significant discrepancy in the 

alumina surface layer positions compared to those from both the experimental best fit and FPMD 

(Figure 4.10a). Meanwhile, the CMD water height is nearly equivalent to the value obtained from 
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the experimental best-fit model (Figure 4.10b). The resulting CMD 𝜒𝜒2 of 55 (using atomic FF) is 

significantly better than those obtained with the FPMD, indicating that the improved prediction of 

the water height compared to the FPMD results outweighs the errors due to worse agreement of the 

lattice constant from CMD. Furthermore, the CMD XR signal is more qualitatively consistent with 

the experimental XR data at L ~ 6-9 than the FPMD XR intensities, which show an order of 

magnitude deviation from the XR data at these scattering conditions (Figure 4.10c). When the 

CMD-simulated water layer is rigidly shifted away from the solid Al2O3 surface and brought in line 

with the FPMD values, the CMD XR intensity begins to qualitatively reproduce the low-intensity 

region observed in the FPMD intensities (Figure 4.11). These results suggest that an accurate 

reproduction of structural details in the interfacial water structure, especially the interfacial water 

height, is critical (but not sufficient) to obtain a high-level agreement with the measured data. 

 



94 
 

 

 

4.6.2: Volume of the Simulation Supercell 

Both the simulated interfacial water heights in excess of the value indicated by the 

experiment and the adsorbed water densities (i.e., occupation factors) that were lower than the 

experimental result suggest that the volume of the supercell chosen in our NVT simulations (3117 

Å3) may have been too large. In principle, one may determine the optimal volume by using NPT 

simulations. However, adopting such a protocol for large simulations such as the ones in this study 

Figure 4.11. CMD water height displacement. (A) The oxygen atomic densities 𝜌𝜌𝑂𝑂 from PBE and 
CMD at several water heights are given as the distance between the alumina surface oxygen and 
the peak water oxygen of the first hydration layer (z-zO); 𝜌𝜌𝑂𝑂 of the PBE 3-layer Al2O3 (gray) from 
Ref. [228]. (B) Larger water heights ∆𝑤𝑤 in CMD yield a lower XR intensity at the midzone (6 < 
L < 9) but do not reproduce the PBE result. (Experimental data shown as ‘+’; simulated |F|2 do 
not include a surface roughness factor; simulations by F. Giberti).  
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is currently prohibitive from a computational standpoint. Therefore, we explored the sensitivity of 

the simulated interfacial water density profile and the resulting XR intensities to the selection of 

simulation volume by reducing the supercell z-dimension size by 10% using simulations performed 

at the optB88 level.  

The volume compression in our optB88 simulations (“optB88-10%”) led to an interfacial 

water structure in better agreement with the experimental XR best-fit result. The 10% reduction of 

the supercell volume produced a ~17% decrease in the volume of the water region due to the relative 

incompressibility of Al2O3 compared to H2O. The alumina slab electron density profile and lattice 

spacing did not change significantly (Figure 4.12a and Table 4.2). The interfacial water profile 

(Figure 4.12b) has an integrated first hydration layer density of 1.7 H2O/UC and an interfacial water 

height of 2.64 Å (0.04 Å closer to the Al2O3 surface that without compression). We also observe 

significant changes to the second hydration layer, including an increased density and a peak shift 

from >6 Å to 5.25 Å. Finally, the asymptotic bulk-like water density (i.e., the density at the point 

farthest from the solid surface) was 0.29 e-/Å3, in closer agreement with the experimental value of 

0.33 e-/Å3 than the result from the optB88 simulation using a larger volume, which was 0.22 e-/Å3. 

A caveat is that the experimental XR best-fit shows the interfacial water oscillations decaying to a 

bulk-like value at >10 Å from the solid surface (Figure 4.5b), which exceeds the dimensions of the 

water region in the simulations. As the simulation volume is not sufficiently large to capture the 

full extent of interfacial water oscillations or a true bulk water distribution, this will also affect the 

accuracy of the computed XR signals and may obscure the magnitude of 𝜒𝜒2 improvements 

originating from an apparent improvement in the first hydration layer. 
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The computed XR intensity from the optB88-10% simulation with the 11e-PP (Figure 4.12c) 

is in substantially better agreement with the XR data than that from the initial optB88 11e-PP 

calculation (Table 4.2). We obtain 𝜒𝜒2 = 69 when using atomic FF and 𝜒𝜒2 = 133 when using the 

 

Figure 4.12. Effect of a 10% size reduction of the unit cell along the Al2O3 surface normal for 
the case of FPMD simulations with the optB88 functional and 11e-PP computed using atomic 
FF. (A) The electron density profiles 𝜌𝜌(𝑧𝑧) of the Al2O3 interface show equivalent qualitative 
agreement with the experimental best-fit structure (black) before compression (green) and after 
compression (purple); the structures are given with the alumina surface oxygen layer zO as the 
reference plane. (B) The interfacial water densities increase with volume reduction, and the 
interfacial water height is in closer agreement with the experimental result. (C) The simulated 
XR intensities |F|2 versus reciprocal lattice unit L (r.l.u.) are generally similar before and after 
decreasing the simulation cell size but with notable changes in the oscillations below the first 
Bragg peak (dotted box), as highlighted in (D), bringing the simulated XR signal in closer 
qualitative agreement with the XR data (experimental errors are shown as 1𝜎𝜎 uncertainties). 
(Individual panels provided by K. Letchworth-Weaver). 
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electron density prediction directly from DFT. The majority of the 𝜒𝜒2 improvement appears to 

originate from a substantial improvement in the oscillations in the simulated XR signals below the 

Bragg peak (Figure 4.12d), indicating that these low-L XR intensities, in addition to those at 6 < L 

< 9, provide a sensitive fingerprint of the interfacial water structure. Although a compression test 

was not performed with the 3e-PP, a 𝜒𝜒2 calculation using the atomic positions as predicted by the 

optB88-10% 11e-PP and dressed with the DFT electron configuration of the 3e-PP yielded 𝜒𝜒2 = 57 

(compare to 𝜒𝜒2 = 133 with the 11e-PP electron configuration). This again points to significant 

errors in the 11e-PP electronic structure prediction. Overall, these results highlight the importance 

of a suitable choice of simulation volume, a nontrivial task. 

 

4.6.3: Sensitivity to Valence Electron Distribution and DFT-Simulated Electron Densities 

We showed that the XR data are sensitive not only to the atomic positions, but also to the 

electron distribution surrounding each atom. To isolate the impact of the charge densities, we 

compare three calculations using a single prediction of the atomic density distribution, that of the 

11e-PP optB88-10% simulation, but with different descriptions of the electron configuration: 

atomic FF, 3e-PP DFT electrons, and 11e-PP DFT electrons. The resulting electron density 

distributions are similar (Figure 4.13a-c), but the calculation using the DFT electrons from the 11e-

PP simulation shows a distinct broadening of the electron density within the Al2O3 slab (Figure 

4.13b). This apparent charge delocalization leads to an overestimate of the electron density between 

atomic layers and an associated reduction in the density at the Al peak positions. We observe a 

nearly identical delocalization when carrying out calculations from the same snapshot using either 
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Figure 4.13. Effect of different electron density configurations on the XR signal demonstrated 
using the atomic density prediction from the optB88-10% simulation with 11e-PP. (A) The full 
electron density profiles calculated directly from the electron density predictions of the 11e-

PP (red), using the 3e-PP electron distribution (blue), or using atomic FF (green) are compared 
to the experimental best-fit (black) with all profiles aligned at the alumina surface oxygen 
position zO. The simulated structures show detailed variations in (B) the inter-layer region of 
the alumina slab (gold box) and in (C) the bonding region at the interface with water (teal box). 
(B) In the alumina slab, the 11e-PP electron distribution exhibits an excess density between 
atomic layers and a decreased Al peak density. (C) In the bonding region, the electron densities 
directly from DFT  are similar to each other (the 3e-PP and 11e-PP cases overlap) and are in 
closer agreement with the experimental best fit than the density calculated with atomic FF. (D) 
The XR intensity |F|2 as a function of reciprocal lattice unit L (r.l.u.) computed with the 3e-PP 
agrees best with the XR data (black; experimental errors shown as 1𝜎𝜎 uncertainties) while the 
intensity computed directly from the 11e-PP electron density distribution is the least accurate 
(see Table 4.2). (E) Detailed view of the variation in the low-L region of the computed XR 
intensities (dotted box in (D)). (Individual panels provided by K. Letchworth-Weaver). 
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PBE or the hybrid functional PBE0 [241] with the 11e-PP (Figure 4.14), indicating that the 

inaccuracy in the description of charge densities largely originates from the use of the PP derived 

with 2s2p electrons in the valence partition.  

The electron density broadening around the Al atoms appears to be associated with a lower 

XR intensity just below the second Bragg peak (10 < L < 12), i.e., a scattering condition indicative 

of the bulk substrate structure, as described in Chapter 4.5. Specifically, a decreased XR intensity 

is observed at 10 < L < 12 for the calculation using the 11e-PP electron configuration with 𝜒𝜒2 = 133 

(Figure 4.13d) but not for the calculations using atomic FF (𝜒𝜒2 = 69) and the 3e-PP (𝜒𝜒2 = 57), both 

of which are in close agreement with the experimental data at these L. Hence, we conclude that 

inaccuracies of the 11e-PP for Al are a primary contributor to the observed differences in 𝜒𝜒2 values. 

We also note significant differences between the 3e-PP and 11e-PP XR intensities below the first 

Figure 4.14. Effects of PP choice on electron delocalization in Al2O3, calculated using PBE, 
optB88, and PBE0. (A) Total electron densities 𝜌𝜌(𝑧𝑧), including the Al2O3 slab centered at z = 0 
Å and the water regions, from a single snapshot show similar structures with equivalent atomic 
layer positions for all calculations (optB88 11e-PP in blue and 3e-PP in gold; PBE0 11e-PP in 
green; PBE 11e-PP in purple and 3e-PP in red). (B) Close-up of the region in the dotted box in 
(A) shows that the electron density delocalization arises from the choice of PP rather than the 
exchange correlation functional. (Calculations by K. Letchworth-Weaver). 

(a) (b) 
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Bragg peak (Figure 4.13e), which result entirely from the differences within the alumina since the 

3e-PP and 11e-PP DFT electron density distributions are identical in the water region (this is 

expected since these PPs describe the electron configurations for the Al atoms). This highlights that 

the low-L signal contains information not only about the water structure as we showed earlier, but 

also about the substrate. 

 The simulated electron density distributions in the region between the solid surface and 

interfacial water (the “bonding region”; Figure 4.13c) also show important differences with the 

experimental best-fit structure. Overall, the calculated densities display good qualitative agreement 

with the experimental density (the minimum position is shifted due to the larger interfacial water 

height from optB88-10%, but the amplitudes are similar). However, the distribution calculated 

using atomic FF shows a higher density in this region than those using DFT charge densities and 

the experimental best fit. This likely contributes to the lower accuracy obtained when using atomic 

FF rather than the 3e-PP (𝜒𝜒2 = 69 versus 57, respectively). It is important to note here that the XR 

best-fit density, which is also calculated using atomic FF, does not include H atoms due to their 

relatively weak X-ray scattering cross section, but these atoms are present in the simulations. Thus, 

the higher charge density from the optB88-10% atomic FF calculation appears to be associated with 

the use of FF for neutral atoms (O, H), which does not account for the possibility of charge transfer 

at the interface. To test this idea, we computed the electron density distributions and XR intensity 

from the same atomic density distribution but using ionic FF (O2-, H+, and Al3+). The use of ionic 

FF leads to an electron density distribution in the bonding region in closer qualitative agreement 

with that predicted by optB88-10% DFT charge densities and, consequently, in closer agreement 

with the experimental best-fit density (Figure 4.15a). The electron density within the alumina is 
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also reduced compared to the atomic FF case, but the change is subtle and does not necessarily 

improve the level of agreement with the experimental best fit within the solid (Figure 4.15b). 

Overall, the use of ionic FF with the optB88-10% simulation gives a more accurate XR signal with 

respect to experiment than any of the previous calculations (𝜒𝜒2 = 45; Figure 4.15c), suggesting that 

the XR data are sensitive to the nature of the charge distribution at the interface.  

Figure 4.15. Effect of ionic FF on the electron density distributions and XR signals using the 
atomic density distribution predicted by optB88-10% with the 11e-PP. (A) In the water region, 
the ionic FF calculation (green) has a lower electron density than that computed from the 11e-PP 
DFT electron configuration (red), 3e-PP DFT electron configuration (blue), and atomic FF 
electron distribution (purple) and is in closest agreement with the experimental best fit (black). 
(B) The electron density in the bulk-like alumina region is slightly decreased with ionic FF 
compared to the atomic FF case. (C) The XR intensities are compared to the experimental data 
shown as ‘+’ symbols. (Plots provided by K. Letchworth-Weaver). 
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These results illustrate the importance of an accurate calculation of electron density 

distributions directly from DFT for comparison with experimental XR data so as to avoid the need 

for any ad hoc choices of FF. They also suggest that ionic FF may be better suited to describe 

Al2O3/water interface interactions and charge transfer than atomic FF—it is possible that the XR 

best-fit electron density in the bonding region with atomic FF is representative of the measured 

system because protons are excluded from the analysis model. However, given the high sensitivity 

of the XR measurement to substrate structures, it is not possible at this point to separately discern 

the sensitivity of the XR data to the electron density of the bonding region. Overall, the 𝜒𝜒2 values 

obtained here for the FPMD calculations are all significantly larger than those obtained through the 

experimental analysis (𝜒𝜒2=1.54; Figure 4.5), indicating that the accuracy of the simulations is not 

yet fully quantitative. 

  

4.6.4: Role of Trajectory Sampling 

As a final step of the validation protocol, we analyzed how the statistical sampling of FPMD 

trajectories may affect the accuracy of computed XR signals. As noted previously, we carried out 

four independent MD trajectories for each FPMD simulation condition, which allows us to evaluate 

the range of possible predictions for a given set of FPMD approximations. We evaluate the 

trajectories obtained for the optB88-10% simulation using the 3e-PP, which yielded an average 

accuracy of 𝜒𝜒2 = 57, and the trajectories for the PBE simulation focusing on the atomic density 

distributions.  

The four optB88-10% trajectories s0-s3 were each sampled for 3.4 ps and show similar 

electron density predictions (Figure 4.16a) with differences appearing primarily in the interfacial 
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water distribution (Figure 4.16b). The s2 trajectory shows the largest deviation from the average 

electron density distribution 〈𝑠𝑠〉 over the four trajectories. The mean variance over all trajectories 

with respect to the average electron density (i.e., 〈𝑠𝑠𝑛𝑛 − 〈𝑠𝑠〉〉 where n = 0-3) is 1.91×10-8± 0.0165 e-

/Å3. In the alumina solid, the variance of each individual electron density from 〈𝑠𝑠〉 is within the 

standard deviation, indicating that the FPMD simulation is well-converged within the solid. The 

levels of agreement with the XR data range from 41 < 𝜒𝜒2 < 92 with s2 giving the largest 𝜒𝜒2, in line 

with its large discrepancy in the interfacial water structure. 2-3 order-of-magnitude differences are 

seen in the computed XR intensities in the low-intensity region (6 < L < 8; Figure 4.16c), and up to 

a factor of ~2 differences appear in the region below the first Bragg peak (Figure 4.16d). 

The differences in PBE trajectories follow the same trends as those observed for optB88-

10% with the 3e-PP DFT electrons, indicating that the statistical variance between trajectories is a 

general phenomenon for FPMD simulations and is independent of the choice of exchange 

correlation functional, electron description, and other approximations. In particular, the simulated 

intensities of the four trajectories are nearly indistinguishable at most momentum transfers, but they 

vary by up to an order of magnitude for L = 6-8 (Figure 4.17a). Trajectories s1 and s3 exhibit the 

largest visual differences in the computed XR intensities but have similar elemental number density 

distributions (Figure 4.17b). The largest cumulative deviation between s1 and s3 occurs within the 

water region. From these results and those from optB88-10% with the 3e-PP, we conclude that the 

interfacial water region is the main contributor to the variability in 𝜒𝜒2 for each FPMD methodology, 

and it is an important factor in the strong variation of the computed XR intensities at L = 6-8 across 

the different simulations. 
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Figure 4.16. Role of sampling from four independent trajectories, s0-s3 (s0 red: s1: blue, s2: 
green, s3: purple), for the optB88-10% simulation using the 3e-PP electron distribution. (A) The 
trajectories all have similar electron density distributions but with clear variations in the 
interfacial water region, z - zO > 0 where zO is the alumina surface oxygen layer position. (B) The 
difference in density, 𝛥𝛥𝛥𝛥, between each trajectory and the average of all four trajectories, 〈𝑠𝑠〉 
(which gives 𝜒𝜒2 = 57), is largest in the water region with the s2 trajectory (green squares) showing 
the largest deviation; density differences for s0 - 〈𝑠𝑠〉 are shown as red inverted triangles, for s1 - 
〈𝑠𝑠〉 as blue circles, and for s3 - 〈𝑠𝑠〉 as purple triangles. The total variance for all trajectories 
averages to zero with a standard deviation of 0.0165 e-/Å3 (shaded box). (C) The XR intensities, 
|F|2, versus reciprocal lattice unit, L (r.l.u.), vary both in the low intensity region (6 < L < 8) and 
in (D) the region below the first Bragg peak (dotted box in (C)). 𝜒𝜒2 values range from 41 (s0) to 
92 (s2). The experimental result is shown for reference (black; experimental errors shown as 1𝜎𝜎 
uncertainties). (Individual panels provided by K. Letchworth-Weaver). 
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These results show how the presence of sharp minima in XR intensities are intrinsically 

challenging to reproduce by DFT. Even subtle differences in the electron density distributions from 

trajectory to trajectory (within a given DFT methodology) can lead to significant differences in the 

computed XR signals that influence the calculated 𝜒𝜒2 level of accuracy. Therefore, the robust 

Figure 4.17. Role of sampling from four independent PBE trajectories s0-s3 (s0: blue, s1: green, 
s2: red, s3: purple). (A) Comparison of computed XR intensities |F|2 versus reciprocal lattice unit 
L (r.l.u.) using the 3e-PP electron configuration shows a range of agreement with the experimental 
data with 107< 𝜒𝜒2 <133 (average = 119). (B) Top: atomic density profiles n(z) from trajectories 
s1 and s3 are nearly indistinguishable despite showing substantial differences in computed XR 
intensities (A); Bottom: the magnitude of the difference in atomic densities |𝛥𝛥n| (dots) averages 
0.0058 ± 0.0065 atoms (gray line and shaded area). 
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sampling of multiple trajectories, as previously suggested for pure water [198], is crucial to 

accurately describe these low-intensity features in the simulated XR signals. We propose that the 

high sensitivity of these minima in the XR data can, in principle, be used as a stringent test of 

FPMD-predicted charge densities at oxide-water interfaces, such as those that are controlled by 

hydrogen bonding. 

 

4.6.5: Summary 

The comparisons presented here highlight the benefits of directly pairing computational and 

experimental results. The initial comparisons, i.e., with a focus on the real-space structures, between 

the predicted electron density distributions and the experimental best-fit electron density profile 

showed that the FPMD can achieve qualitative accuracy. However, the quantitative agreement with 

the XR data was unsatisfactory. The alumina slab lattice parameter and interfacial water height 

from PBE gave the lowest level of agreement with the experimental result among the FPMD 

simulations carried out here, but even they were accurate to within ~0.2 Å. Yet, we found that the 

XR data are highly sensitive to these small deviations, providing a pathway to carefully investigate 

the accuracy of the various choices and approximations that are required to carry out FPMD 

simulations. These include the choice of exchange correlation functional (PBE versus optB88 in 

the present analysis), the choice of simulation volume (which affects not only atomic layer positions 

but also the water density), and the model to describe the electron density distribution via FF, a PP 

with valence electrons treated explicitly (the 3e-PP), or a PP with both valence and semicore 

electrons treated explicitly (the 11e-PP).  
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The goal of these solid/water interface FPMD calculations is to predict the interactions 

occurring at the interface. Therefore, it is crucial to evaluate the accuracy of the water structure in 

particular. Here, we identified several improvements in the water structure predicted by optB88 

compared to PBE, indicating that vdW interactions play an important role at this interface and that 

an interfacial water height closer to the alumina surface is necessary to achieve agreement with the 

XR data. However, we still did not achieve a simulation with quantitative accuracy at the level seen 

in the experimental best-fit model, highlighting that further improvements are needed to achieve 

accurate predictions of solid-water interfacial structure in silico. Moreover, there are still significant 

errors remaining in the Al2O3 substrate, which, given the sensitivity of XR to bulk structures, 

obfuscates the 𝜒𝜒2 contributions from the water. In the next section, I show how we can eliminate 

the substrate errors and evaluate the accuracy of the water structure separately.  

 

 

4.7: Optimization of FPMD structures with Empirical Fitting to XR Data 

The procedure described here outlines in detail how to evaluate the accuracy of simulated 

interfacial water structures independent of any errors in the simulated substrate. Starting from the 

simulated FPMD structure, the predicted solid surface structure is optimized in order to minimize 

its errors with respect to the XR data. In the processes, we can also evaluate the sensitivity of the 

XR measurement to other features of the solid/liquid interface, including the bulk substrate lattice 

constant and vibrational widths and the surface relaxations within the solid. First, we parameterize 

the simulated structure, or in other words map it onto the parameter space of the experimental XR 

data analysis procedure described in Chapter 2.1.1. The simulated FPMD atomic layer positions zj, 
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r.m.s. widths uj, and coverages 𝜃𝜃𝑗𝑗  of each atomic layer j in the solid interface (Eq. 3.8) are 

determined by fitting the effective electron density distributions to a series of Gaussians. The 

parameters derived from the FPMD serve as the initial electron density model from which we can 

calculate the structure factor (Eq. 3.7c) and associated reflectivity (Eq. 3.1). Subsequently, we 

iteratively fit the parameters until 𝜒𝜒2 converges.  

The method is demonstrated step-by-step for the set of simulations that included a 12-layer 

Al2O3 slab described in Chapter 4.4.2. Only the first and last steps of this process (parameterization 

and final optimized structures, respectively) are given for the 6-layer MICCoM simulations. For 

the 12-layer alumina simulations, all XR calculations use atomic FF. For the 6-layer alumina 

simulations, I evaluate the accuracy of the water structure when the electron density distribution is 

defined both using atomic FF and the DFT-derived electron configuration, similar to the tests 

carried out in Chapter 4.6.3. To distinguish the PBE calculations from the two separate groups of 

simulations, I use the shorthand “PBE-n” where n = 6 or 12 according to the number of oxygen 

planes in the alumina. 

 

4.7.1: Initial Comparisons with Experiment and Parameterization of Simulated Structures 

Figure 4.18 shows the fitted PBE-12 and PBE-12+Grimme electron density profiles, and 

the layer heights, r.m.s. widths, and coverages are tabulated in Table A1. The fitting was carried 

out first on the total electron density profiles, i.e., summed over all elements (Figure 4.18a,b), and 

shows that the alumina layers are well-described by Gaussians. Although we do not parameterize 

the water layer because the goal is to optimize and eliminate errors in the substrate, we still fit the 

first two hydration layers to get an estimate of the water height and coverage. We assumed the 
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adsorbed water peak near 2.6-2.7 Å in the total electron densities could be modeled as a single 

oxygen layer (Z = 8), but in reality this layer density is the sum of densities from overlapping 

oxygen and hydrogen distributions. Therefore, we also separately fit the element-specific O and H 

electron density profiles (as in Eq. 3.7b) for the PBE-12 and PBE-12+Grimme simulations (Figures 

4.18c-f) to assess the validity of using a single layer to model the water peak. The difference in 

water coverage in the first hydration layer determined using the element-specific and the total 

electron density fits were negligible: for PBE-12, ΘO = 1.33 ± 0.09 H2O/UC and  ΘTOTAL = 1.39 ± 

0.15 H2O/UC, and for PBE-12+Grimme, ΘO = 1.38  ± 0.03 H2O/UC and  ΘTOTAL = 1.28 ± 0.11 

H2O/UC (see Tables A1 and A2).  Equivalent fitting results for the PBE-6, optB88, and optB88-

10% total electron density profiles (not shown) are given in Table A3.  

From the above fitting, we can carefully evaluate the agreement between the predicted 

structures and the experimental best fit. A comparison of the interfacial FPMD and XR best fit 

electron densities shows that the PBE-12 and the PBE-12+Grimme simulations both capture many 

of the features observed in the experimental structure (Figure 4.19 and Table 4.3; see Figures 4.10 

and 4.12 for PBE-6, optB88, and optB88-10% comparisons). The overall density profiles are 

visually similar (Figure 4.19a), and both experiment and computational approaches find that the 

vibrational amplitudes, u, and interfacial atom locations deviate from the expected bulk-like values, 

especially in the topmost layer (Figures 4.19b,c and Tables A1 and A3).  
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Figure 4.18. Fitting of (A) PBE-12 and (B) PBE-12+Grimme total electron density profiles to 
determine atomic positions and vibrational amplitudes for parameterization of FPMD structures. 
Separate fits of the oxygen-specific profiles in (C) PBE-12 and (D) PBE-12+Grimme and the 
hydrogen-specific profiles in (E) PBE-12 and (F) PBE-12+Grimme resulted in negligible changes 
to the O coverage in the first adsorbed water layer compared to the values from fitting the total 
electron densities. Arrows in (F) indicate protonation in and out of the plane of the alumina surface 
and protons bound to the first adsorbed water layer. 



111 
 

 

 

 

 

C 

B 

A 

Figure 4.19. Comparison of experimental best-fit structure (black) with the predictions from the 
PBE-12 (blue) and PBE-12+Grimme (red) FPMD simulations. (A) The experimental effective 
electron density profile (top) agrees qualitatively with that from PBE-12 (middle) and PBE-
12+Grimme (bottom). The shaded gray area indicates the alumina surface layers; dotted vertical 
lines indicate the positions of the XR best-fit alumina surface oxygen and first hydration layer 
with interfacial water height Δw. (B) The simulations predict bulk alumina vibrational amplitudes 
u larger than those determined experimentally, shown as a dashed line for O layers and a dotted 
line for Al layers. (C) Displacements of each atomic layer relative to its expected bulk position 
zbulk (defined using the experimental lattice constant for the XR best fit and the slab lattice 
parameters for the FPMD simulations) indicate surface relaxations four unit cells deep in the best-
fit structure but only in the topmost unit cell in the FPMD structures. 
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 The simulations also show key differences with the experimental best fit. The alumina slab 

lattice parameter from PBE-12 was ~2.1% larger than the experimental value (Table 4.3), which is 

notably larger than the slab lattice parameter of the PBE-6 simulation (Table 4.2). The inclusion of 

the Grimme correction improved the prediction of the alumina slab lattice parameter to ~1.3% 

larger than the known value, which is similar to the value obtain with the optB88 exchange 

correlation functional using a 3e-PP but not as accurate as the value obtained with optB88 and an 

11e-PP. As with the set of simulations using a 6-layer alumina slab, the 12-layer slab lattice 

parameters are larger than those from the corresponding fully periodic bulk DFT calculation, which 

differed from the known structure by only +0.2%. It is interesting to note that the expansion of the 

lattice parameter from bulk to slab geometry was worse in the case of the 12-layer alumina slab 

simulations than in the case of those using a 6-layer slab. While the expansion effect appears to be 

universal to FPMD calculations using such a geometry [259], it is clear that other choices made in 

the calculations also play a role. In addition to employing a different alumina slab size, the two sets 

of simulations were also carried out on different platforms, with different descriptions of the valence 

electrons (i.e., the PP), and using different thermostats.  

Table 4.3. Structure characteristic lengths (Å). 
Feature XR Best Fit PBE-12 PBE-12+Grimme 
d006 2.1663 2.2112 2.1944 
〈𝒖𝒖〉a 0.061(3) 0.077(6) 0.071(3) 
𝐝𝐝𝒛𝒛rmsb 0.041 0.042 0.038 
𝜹𝜹rmsc - 0.0236 0.0227 
𝚫𝚫𝒘𝒘 2.519(14) 2.729(8)d 2.628(5) 

aMean vibrational amplitude within the top 5-layers of Al2O3 
(uncertainties in parentheses); br.m.s. displacement from the 
expected bulk atom positions in the top 5 Al2O3 layers; cr.m.s. 
deviation from XR best fit after bulk corrections; 
dUncertainties for Gaussian fits of the predicted electron 
density profiles. 
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It is also apparent that the PBE-12 and PBE-12+Grimme electron density profiles have 

alumina peaks that are broader and shorter than those in the XR best-fit model (Figure 4.19a), which 

results from the predicted vibrational amplitudes, u, being larger than expected (Figure 4.19b). 

PBE-12 overestimates u of atoms in the alumina surface layers by an average of 0.016 Å, or 26% 

larger than the vibrational widths derived from the experimental XR data analysis (Table 4.3). PBE-

12+Grimme performs slightly better, overestimating the vibrational amplitudes by 0.01 Å on 

average, or roughly 16%. In general, all simulations predict bulk-like vibrational amplitudes larger 

than the known bulk alumina values (shown for PBE-12 and PBE-12+Grimme in Figure 4.19b), 

and the simulations using the 12-layer alumina slab give less accurate bulk r.m.s. widths than those 

using the 6-layer slabs (see Tables A1 and A3). However, it is not possible at this time to determine 

if the larger slab size is responsible for this result due to the number of other differences between 

the simulations described previously. 

 Another source of discrepancies is in the predicted alumina interfacial surface relaxation 

profiles, i.e., the vertical layer displacement from the expected bulk position. Here, the expected 

bulk position is defined using the internally-consistent lattice spacing, i.e., the experimental lattice 

constant for the XR best fit and the slab lattice parameters for FPMD structures so as to avoid a 

“background” slope on the surface relaxations as seen in Figure 4.9 for the 6-layer alumina FPMD 

calculations. PBE-12 and PBE-12+Grimme reveal significant vertical displacements only in the 

first Al2O3 unit cell (Figure 4.19c), which is also observed for the PBE-6, optB88, and optB88-10% 

simulations (Figure 4.9). This differs from the XR best-fit result, which includes a non-negligible 

oscillatory relaxation profile that extends four layers into the alumina surface (Figure 4.19c). In 

addition, all of the simulations predict an inward relaxation of the surface-most alumina oxygen 
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layer, whereas the experimental best fit shows that this layer relaxes outward from the bulk. The 

r.m.s. difference between the predicted PBE-12 and the XR best fit alumina surface atom positions 

is 0.024 Å (Table 4.3). The PBE-12+Grimme simulation performs similarly, deviating from the XR 

best fit relaxation profile by 0.023 Å.  

 The differences in the interfacial water region are similar to those seen with the PBE-6, 

optB88, and optB88-10% simulations. A notable, but expected, difference is the appearance of 

peaks in the simulated profiles at 0 < z < 2.5 Å due to the presence of hydrogen atoms that are not 

in the experimental density profile (Figure 4.19a). The simulations also show interfacial water 

heights Δ𝑤𝑤 in excess of that in the experimental best fit with Δ𝑤𝑤(PBE-12) = 2.73 Å (Table 4.3) in 

agreement with the PBE-6 result (Table 4.2). The inclusion of the Grimme correction slightly 

improved the prediction of the interfacial water height to Δ𝑤𝑤(PBE-12+Grimme) = 2.63 Å (Table 

4.3), which agrees with the value obtained using the optB88 functional after controlling for the 

simulation supercell volume (Table 4.2). However, the Grimme correction decreased the accuracy 

of the first hydration layer density with respect to the experimental best fit (Θ = 1.4 H2O/UC, 1.3 

H2O/UC, and 1.83 H2O/UC for PBE-12, PBE-12+Grimme, and the XR best fit, respectively). 

Before we can optimize the simulated structures, there are several considerations for 

inputting the structures described above into the XR analysis framework. The code requires input 

of the atomic positions for the solid surface layers as 1 + 𝑑𝑑𝑑𝑑 where 𝑑𝑑𝑑𝑑 is the layer displacement 

from the expected bulk position zbulk. 𝑑𝑑𝑑𝑑 > 0 describes displacements toward the water while 𝑑𝑑𝑑𝑑 <

 0 describes displacements toward the bulk substrate. Therefore, we must convert the absolute layer 

positions zi obtained from Gaussian fits of the simulated density distributions (Tables A1 and A3). 

For the empirical optimization procedure, we define zbulk using the experimental bulk structure 
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rather than the simulation slab lattice structure. This initially creates a mismatch between the bulk 

and interface lattices as described in Chapter 4.5. However, the disagreement between these two 

regions will be eliminated as the surface layer positions move to reduce 𝜒𝜒2 and will ultimately give 

the best level of agreement with the XR data due to the high sensitivity of XR to bulk structures 

[258].  

The XR analysis code also models the r.m.s. layer widths of the substrate according to an 

exponential with a surface enhancement effect that decays into the bulk substrate (Eq. 4.4), so we 

need to convert the individual Gaussian layer widths from the simulations accordingly. We fit the 

alumina slab vibrational amplitudes uj in Tables A1 and A3 to the functional form of Eq. 4.4 to 

estimate the surface enhancement and decay parameters predicted by the simulations. We observed 

that different atom layers within a single vertical unit cell (e.g., repeating Al-Al-O3) followed 

slightly different exponential decays from one another (Figure 4.20). For example, all “bottom” Al 

layers (i.e., closer to the bulk substrate) had a different vibrational amplitude surface enhancement 

and decay length than all “top” Al layers (i.e., closer to the alumina surface). Furthermore, each had 

a bulk-like r.m.s. width greater than those determined experimentally. Therefore, we introduced 

additional parameters to incorporate the simulated structures into the XR analysis code. Instead of 

having a single surface enhancement and a single decay length to describe all alumina surface 

layers, we specified 𝑢𝑢𝑒𝑒𝑒𝑒ℎ(Albot), 𝑢𝑢𝑒𝑒𝑒𝑒ℎ(Altop), and 𝑢𝑢𝑒𝑒𝑒𝑒ℎ(O) and 𝜆𝜆𝑒𝑒𝑒𝑒ℎ(Albot), 𝜆𝜆𝑒𝑒𝑒𝑒ℎ(Altop), and 

𝜆𝜆𝑒𝑒𝑒𝑒ℎ(O). We additionally modified Eq. 4.4 as 

𝑢𝑢𝑗𝑗 = 𝑢𝑢0 �𝑘𝑘𝑎𝑎 + 𝑢𝑢𝑒𝑒𝑒𝑒ℎ,𝑎𝑎𝑒𝑒𝑧𝑧𝑗𝑗/𝜆𝜆𝑒𝑒𝑒𝑒ℎ,𝑎𝑎� 4.6 
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where the r.m.s. width of each layer j is described by the known experimental bulk vibrational 

amplitude 𝑢𝑢0 (as in Eq. 4.4), k is a constant associated with the difference of u in the simulated slab 

centers compared to the known bulk u values, and the subscript ‘a’ specifies the “atom type” (Albot, 

Altop, or O). The same process is carried out for the PBE-6, optB88, optB88-10% simulations, not 

shown. 

Finally, the simulated interfacial water structure is not parameterized and, therefore, must 

be “embedded” between the parameterized alumina interface and a bulk water layer (Figure 4.21). 

This is accomplished by defining an error function window around the simulated interfacial water 

layer such that the simulated alumina density is excluded, as demonstrated in Figure 4.21. Semi-

infinite error functions are also applied to the alumina substrate (in the negative direction) and to 

O 
Altop 

Albot 

A B 

Figure 4.20. Fitting of atom-specific vibrational amplitude surface enhancements in (A) PBE-12 
and (B) PBE-12+Grimme FPMD simulations. Symbols are the r.m.s. widths determined from 
Gaussian fits to the simulated electron density distributions (error bars are the uncertainties on 
those fits), and lines through the data are the exponential fits according to Eq. 4.5 (O atoms in red, 
Altop atoms in blue, and Albot atoms in green). The color-coordinated arrows and dotted 
exponential curves indicate a bulk correction imposed on the simulated r.m.s. widths during the 
subsequent empirical optimization procedure in order to bring the simulated bulk widths in line 
with the known experimental values (𝑢𝑢𝐴𝐴𝐴𝐴 = 0.05144 Å as black dotted line; 𝑢𝑢𝑂𝑂 = 0.0563 Å as 
black dashed line).  
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the bulk water (in the positive direction) to ensure a continuous electron density distribution 

between the boundaries of the embedded FPMD region and the rest of the structure. The total 

electron density is given by 

𝜌𝜌(𝑧𝑧) = 𝜌𝜌𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(𝑧𝑧) ×
1
2
�1 − erf �

𝑧𝑧 − 𝑧𝑧𝑠𝑠
𝜎𝜎𝑠𝑠

�� +

𝜌𝜌FPMD(𝑧𝑧) ×
1
4
�1 + erf �

𝑧𝑧 − 𝑧𝑧𝑠𝑠
𝜎𝜎𝑠𝑠

�� × �1 − erf �
𝑧𝑧 − 𝑧𝑧𝑤𝑤
𝜎𝜎𝑤𝑤

�� +

𝜌𝜌𝑤𝑤 ×
1
2
�1 + erf �

𝑧𝑧 − 𝑧𝑧𝑤𝑤
𝜎𝜎𝑤𝑤

��

4.7 

where 𝜌𝜌𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(𝑧𝑧) is the electron density of the parameterized solid alumina substrate with the 

complementary error function, 1 – erf, applied to the “top” edge of the substrate at 𝑧𝑧 = 𝑧𝑧𝑠𝑠 with edge 

width 𝜎𝜎𝑠𝑠; 𝜌𝜌FPMD(𝑧𝑧) is the electron density of the embedded FPMD region with an error function 

applied to the “bottom” end at the boundary between the solid substrate and FPMD water region (𝑧𝑧 

= 𝑧𝑧𝑠𝑠, width = 𝜎𝜎𝑠𝑠) and the complementary error function applied to the “top” end at the boundary 

Figure 4.21. Diagram of embedded interfacial water profile as part of parameterization procedure 
for eventual optimization of simulated structures with respect to XR data, shown for the optB88 
case. An error function window (dotted black line) is defined around the specified section from 
the simulation to be embedded (blue). Complementary error functions are applied to the adjacent 
alumina and bulk water regions to ensure a continuous electron density distribution. zs and zw 
indicate the boundaries of the substrate and the bulk water, respectively, according to Eq. 4.7.  

zs zw 
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between the FPMD water and bulk water at 𝑧𝑧 = 𝑧𝑧𝑤𝑤 and with r.m.s. edge width 𝜎𝜎𝑤𝑤; 𝜌𝜌𝑤𝑤 = 0.33 e-/Å3 

is the density of bulk water described as an error function profile extending infinitely in the positive-

z direction from 𝑧𝑧𝑤𝑤 and with r.m.s. edge width 𝜎𝜎𝑤𝑤.  

We verify the accuracy of the parameterized structure qualitatively by visual inspection of 

the effective electron density distributions compared to the as-simulated FPMD structures and 

quantitatively by comparing the computed 𝜒𝜒2 values (using atomic form factors) from the two 

approaches. In the first case, we extend the error function window to include the entire simulated 

structure, including alumina and water, between a bulk substrate and bulk water layer and overlay 

with the parameterized alumina surface electron density distribution. This is demonstrated in Figure 

4.22a-c for the PBE-6, optB88, and optB88-10% simulations and shows that the parameterized 

structures accurately reproduced the as-simulated alumina interfaces. Minor differences are 

observed in the peak densities, likely due to the simplifying assumption that r.m.s. layer widths can 

be modeled by an exponential decay, which is a good approximation but not exact (Figure 4.20). 

Next, we calculate the XR intensities from the as-simulated and the parameterized structures and 

compare their level of agreements with the XR data. The results show high consistency between 

the XR signals (PBE-6, optB88, and opB88-10% in Figure 4.22d-f; PBE-12 and PBE-12+Grimme 

in Figure 4.22g,h) with some minor differences in the computed XR as a result of small errors in 

the parameterization of the r.m.s. widths. As expected from the direct comparisons of FPMD and 

XR data in Chapter 4.6, it is apparent that the calculated signals deviate significantly from the 

experimental data. The 𝜒𝜒2 values for these initial comparisons are given in Table 4.4. The 

simulations with the 12-layer alumina slab Calculations were also carried out with the slab lattice 
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structures (i.e., as extracted from the middle layer of the simulated alumina slabs), which gave a 

superior level of agreement for PBE but worse agreement for the optB88 calculations. 

 

 

Table 4.4. Initial χ2 accuracy of simulated FPMD XR intensities from fully “embedded” structures 
(including Al2O3 surface and interfacial water between bulk alumina and bulk water) and from 
structures with a “parameterized” Al2O3 surface with embedded FPMD interfacial water.  

Simulation d006 (Å)a Embeddedb Parameterizedb 

PBE-6  2.2028 104 - 
 2.1663 112 124 
optB88 (11e-PP) 2.1843 105 - 
 2.1663 83 90 
optB88-10% (11e-PP) 2.1809 75 - 
 2.1663 54 51 
PBE-12 2.1663 219 223 
PBE-12+Grimme 2.1663 122 128 

ad006 values used to define the bulk Al2O3 substrate for empirical analysis were either those 
determined by the simulation (the slab lattice parameter) or the known experimental lattice spacing 
of 2.1663 Å. b𝜒𝜒2 calculations use atomic form factors. 
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Finally, the position of the error function step edges and their r.m.s. widths (Eq. 4.7) were 

found to have a non-negligible effect on 𝜒𝜒2. These parameters were optimized as a function of the 

parameters 𝑧𝑧𝑖𝑖 and 𝜎𝜎𝑖𝑖 (𝑖𝑖 = 𝑠𝑠,𝑤𝑤) (only for the PBE-6, optB88, and optB88-10%), but within certain 

constraints: 

(1) For PBE-6 and optB88, 𝜒𝜒2 could be reduced by truncating the embedded FPMD 

water structure at some z within the first hydration layer (i.e., by increasing 𝑧𝑧𝑠𝑠 or 𝜎𝜎𝑠𝑠 such 

that a portion of the first peak was removed) or by truncating the FPMD structure in the 

region of the second hydration layer (by decreasing 𝑧𝑧𝑤𝑤 or increasing 𝜎𝜎𝑤𝑤 such that a portion 

of the second peak was removed). Such structures then only partially describe the FPMD 

predictions and were avoided. 

(2) I determined that the 𝜒𝜒2 of the optB88 calculations could be improved by 

significantly reducing 𝑧𝑧𝑠𝑠 to the point of partially including the electron density of the 

alumina surface oxygen. This then leads to an overlap with the density in the surface layer 

Figure 4.22. Accuracy of embedded FPMD simulations for empirical fitting. The (A) PBE-6, (B) 
optB88, and (C) optB88-10% effective electron densities of the fully embedded structures (i.e., 
as-simulated including alumina and water regions; blue) overlap well with the parameterized 
Al2O3 interface structures (red), showing qualitative accuracy for the parameterization process. 
The simulated XR intensities calculated from the fully embedded and parameterized (D) PBE-6, 
(E) optB88, and (F) optB88-10% density profiles show similar disagreements with the 
experimental XR data (black circles with error bars shown as 1𝜎𝜎 uncertainties) with minor 
differences resulting from the parameterization of the Al2O3 surface. (G) Comparison of the fully 
embedded PBE-12 FPMD electron density profile (top) and that with the parameterized Al2O3 
interface (bottom). Embedded structures are shown in teal, parameterized region in blue, and bulk 
structures in gray. (H) XR signals calculated from the fully embedded (teal) and parameterized 
(blue) PBE-12 structures (top) show similar levels of agreement with the XR data (gray circles); 
XR signals from the fully embedded (pink) and parameterized (red) PBE-12+Grimme structures 
(not shown) also show similar levels of agreement with the XR data. 
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from the parameterized interface and effectively double counts a portion of the electron 

density there. These structures were avoided. 

(3) Also in the case of the optB88 calculation, certain combinations of 𝑧𝑧𝑤𝑤 and 𝜎𝜎𝑤𝑤 that 

produced a sharp step edge between the FPMD water region and the bulk water region also 

led to an improvement in 𝜒𝜒2. The abrupt step results from an erf cutoff that extends beyond 

the end of the simulation. Such cases were determined to produce non-physical electron 

density profiles.  

Altogether, a series of rules for the error function positions and edge widths were devised to enable 

a physical and accurate assessment of the predicted water densities: 1) the included section of the 

FPMD simulations must be sufficiently separate from the parameterized alumina interface so as to 

avoid double counting of electron densities; 2) the onset of the FPMD water region must include 

the complete first hydration layer, i.e., including the full width of the electron density distribution 

of this layer; 3) the second hydration layer peak of the simulated FPMD cannot be truncated by the 

error function window; and 4) the boundary between the FPMD water and bulk water must present 

a physical, continuous transition from one to the other. The PBE-12 and PBE-12+Grimme analysis 

was carried out before I explicitly defined these rules. Nevertheless, the analysis of the 12-layer 

simulations qualitatively satisfies them, so the 𝜒𝜒2 presented herein are expected to be close to the 

optimal values that would be obtained if 𝑧𝑧𝑖𝑖 and 𝜎𝜎𝑖𝑖 were to be optimized with those simulations.  

 

4.7.2: Sensitivity to Alumina Bulk-Interface Lattice Mismatch 

We scaled the alumina slab interface so that the inter-layer spacing would be consistent with 

the experimental value. In practice, this requires adjusting the input parameters zj without allowing 
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them to move freely (i.e., without optimizing with respect to 𝜒𝜒2) because optimizing the layer 

positions would simultaneously change the surface relaxation profile. To maintain the same surface 

relaxation profile and only rectify the lattice spacing disagreement (essentially remove the slope 

seen on the surface relaxation profile when the simulated layer positions are referenced to the 

experimental bulk lattice; Figure 4.9), I converted the simulated atomic displacements from bulk, 

𝑑𝑑𝑑𝑑, to the corresponding fractional coordinates 𝛿𝛿𝛿𝛿: 

𝛿𝛿𝛿𝛿 =
𝑑𝑑𝑑𝑑 − 𝑧𝑧0
𝑑𝑑006
𝑒𝑒𝑒𝑒𝑒𝑒 4.8 

where all layers are referenced to the zeroth layer in the unit cell z0 such that in a perfect bulk the 

first layer of the adjacent unit cell has 𝛿𝛿𝛿𝛿 = 1. Subsequently, the new atomic layer position 

parameters with the appropriate lattice constant scaling were obtained by multiplying 𝛿𝛿𝛿𝛿 by the 

corresponding FPMD slab lattice parameter and adding 1. The resulting XR intensities were 

significantly more accurate with an improvement from χ2 = 223 to χ2 = 91 for the scaled PBE-12 

structure (Figure 4.23a-i-ii) and from χ2 = 128 to χ2 = 61 for the scaled PBE-12+Grimme structure 

(Figure 4.23b-i-ii). Most of the χ2 reduction originates near the alumina Bragg peaks at momentum 

transfers Q = 2.9 Å-1 and 5.8 Å-1, as expected. Thus, the inaccuracy of the bulk alumina lattice 

constant in the FPMD supercells, though small, contributes significantly to the disagreement with 

XR data.  
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4.7.3: Sensitivity to Vibrational Amplitudes 

Next, the simulated vibrational amplitudes were corrected based on the excess seen at the 

bulk-like positions by setting the factor ka = 1 in Eq. 4.6 so that u decays to the known bulk values. 

This had only a small effect on the quality of fit of the calculated XR intensities from both 

simulations, resulting in χ2 = 94 for the PBE-12-derived structure (Figure 4.23a-iii) and χ2 = 60 for 

the PBE-12+Grimme-derived structure (Figure 4.23b-iii). The vibrational amplitude surface 

enhancement parameter and decay were kept fixed at the input values. Therefore, the correction for 

the bulk u values effectively leads to a decrease in the r.m.s. width of the alumina surface oxygen 

layer from the predicted PBE-12 and PBE-12+Grimme values, which were already slightly smaller 

than the value derived from the experimental data. The smaller than expected r.m.s. width of the 

surface-most layer may contribute to the small relative change in 𝜒𝜒2 accuracies despite an 

improvement in the bulk widths. Still, these results together with the large derived uncertainties in 

u in the XR best fit (Figure 4.19 and Table 4.1) indicate a relative insensitivity of XR to small 

changes in interfacial vibrational amplitudes. At this point, errors in the bulk alumina have been 

Figure 4.23. A series of XR curves (i-v) calculated from FPMD-based effective electron density 
distributions show improvements with each optimization step that was performed starting from 
(A) the PBE-12-simulation and (B) the PBE-12+Grimme simulation. The XR intensities are 
calculated for: (i) initial prediction, 𝜒𝜒𝐴𝐴2 = 223 and 𝜒𝜒𝐵𝐵2 = 128 for PBE-12 and PBE-12+Grimme, 
respectively; (ii) structures with a scaled lattice constant, 𝜒𝜒𝐴𝐴2 = 91 and 𝜒𝜒𝐵𝐵2 = 60; (iii) structures 
with corrected bulk vibrational amplitudes, 𝜒𝜒𝐴𝐴2 = 94 and 𝜒𝜒𝐵𝐵2 = 63; (iv) optimized alumina surface 
relaxations, 𝜒𝜒𝐴𝐴2 = 22 and 𝜒𝜒𝐵𝐵2 = 11; and (v) optimized water heights, 𝜒𝜒𝐴𝐴2 = 6 and 𝜒𝜒𝐵𝐵2 = 8. Calculated 
intensities are compared to the XR best fit (χ2 = 1.54, black line) and XR data (gray circles) for 
reference and offset as indicated for clarity. (C) and (D) show the residual errors of each simulated 
XR intensity for optimization steps i-v starting from PBE-12 and PBE-12+Grimme, respectively. 
All simulated XR signals include the optimization of the extrinsic interfacial roughness parameter.  
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corrected, so the remaining 𝜒𝜒2 discrepancies are due to differences between the predicted and 

measured interfacial structures. 

  

4.7.4: Sensitivity to Alumina Interface Structure  

The alumina atom position parameters were optimized (from the previously lattice- and 

vibrational amplitude-corrected structures) using the XR data least-squares fitting routine until the 

χ2 agreement with the XR data converged. The water position above the alumina surface was shifted 

along with any change in position of the alumina surface oxygen layer to maintain the interfacial 

water height at the value predicted by FPMD. Following this step, all remaining errors are due the 

interfacial water profile, including its height above the alumina surface, the occupation within the 

first hydration layer, and the oscillatory decay to bulk water. The agreement of the calculated XR 

intensities with the XR data improved to χ2 = 22 and χ2 = 11 for the PBE-12-based and PBE-

12+Grimme-based simulations, respectively (Figure 4.23a-iv and 4.23b-iv, respectively, and Table 

4.5). These improvements (nearly 80% for both simulations) highlight the extreme sensitivity of 

high-resolution XR measurements to sub-Å displacements in the interface region given that the 

initial predicted FPMD surface relaxations (Figure 4.19c) differed from the XR best fit structure by 

only ~0.02 Å, on average, in both PBE-12 and PBE-12+Grimme (Table 4.3). The 𝜒𝜒2 improvement 

results (in part) from substantially reduced oscillations in the XR intensities near Q ≈ 3-4 Å-1 

compared to the previous step of the optimization procedure (Figures 4.23ab-iii-iv). Notably, we 

previously attributed low-intensity reflectivity at these scattering conditions to discrepancies in the 

water structure (Chapter 4.6.4). Here, only the solid structure has changed while the water structure 

is incorporated as predicted. Together, these results indicate that the calculated interference of X-
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rays scattered from all layers within the alumina interface with those scattered from the adjacent 

water was inconsistent with the behavior defined by the XR data.  

 

Table 4.5. 𝜒𝜒2 values for optimized alumina solid structures derived from FPMD, using atomic FF 
(and DFT electrons for the 6-layer slab simulations) with a fixed FPMD water structure. 

Simulation 
Atomic FF DFT e- 

Optimized (𝝌𝝌𝒇𝒇𝒇𝒇𝟐𝟐 )a 
Optimized 
(𝝌𝝌𝒇𝒇𝒇𝒇𝒇𝒇𝒇𝒇𝟐𝟐 )a 

PBE-6 11.2 5.6 
optB88 (11e-PP) 17.0 14.8 
optB88-10% (11e-PP) 5.6 5.5 
PBE-12 22 - 
PBE-12+Grimme 11 - 

afA and fDFT indicate, respectively, the final 𝜒𝜒2 values calculated with the water structure 
incorporated either using elemental number density profiles and atomic FF or directly from the 
simulation DFT electron density. 

 

 

An oscillatory surface relaxation pattern similar to the one found in the XR best fit emerged 

following the alumina surface refinements (Figure 4.24a). This suggests that oscillatory behavior 

is necessary for agreement with the XR data. Additionally, while the agreement of the optimized 

alumina relaxation patterns with that derived in the XR best fit has improved, the residual 

discrepancies between the predicted XR signals and the XR data (Figure 4.23c-iv and d-iv) indicate 

that there remain additional inconsistencies with respect to other features of the FPMD-based 

interfacial structure (i.e., in the bonding region between solid and liquid and in the water structure). 
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The final 𝜒𝜒2 of XR intensities computed from the optimized structures from PBE-6, optB88, 

and optB88-10% (Table 4.5; Figure 4.25a,b) were overall similar to those from the optimized 

structures derived from PBE-12 and PBE-12+Grimme. We obtained 𝜒𝜒𝑓𝑓𝑓𝑓2  = 11.2, 17, and 5.6 for 

PBE-6-derived, optB88-derived, and optB88-10%-derived structures, respectively, when the 

FPMD water electron density distributions were described using atomic FF (the subscript “𝑓𝑓𝑓𝑓” 

indicates final with atomic FF). These results indicate that the optB88-10% simulation predicted 

the most accurate interfacial water structure among the FPMD simulations compared in this thesis. 

Figure 4.24. The optimized alumina relaxation behaviors obtained with a fixed water profile 
height as defined by FPMD. (A) The surface displacement fields had r.m.s. differences from the 
XR best fit relaxation (black) of 0.0192 Å for the PBE-12-based simulation (blue) and 0.0245 Å 
for the PBE-12+Grimme-based simulation (red). (B) The optimized surface relaxation profiles 
derived from PBE-6 (top), optB88 (middle), and optB88 with 10% compression (bottom) are 
compared to the experimental best-fit result (black); surface relaxations optimized with an FPMD 
water profile defined using the predicted elemental number densities and atomic FF (red) are not 
statistically different from those optimized using an FPMD water structure defined directly using 
DFT the electron distributions (blue).  

 

A B 
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This further supports the idea that vdW interactions play an important role at this oxide/water 

interface, and vdW functionals are needed to accurately predict realistic interfacial phenomena for 

such systems.  

We also carried out calculations with the FPMD water layer described by DFT electron 

densities directly using the 3e-PP for PBE-6 and 11e-PP for both optB88 and optB88-10% (recall 

that the 11e-PP defines the core-valence interactions for the Al atoms, so the electron density 

distribution in the water region is the same as that obtained with the 3e-PP). The structure factor of 

the rest of the electron density profile (i.e., bulk and interfacial alumina and bulk water) was 

calculated using atomic FF. The 𝜒𝜒𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓2  (“𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓” indicates final with DFT e-) are universally better 

than those obtained with the water electron density described by atomic FF, yielding 𝜒𝜒𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓2  = 5.6, 

14.8, and 5.5, for structures derived from PBE-6, optB88, and optB88-10%, respectively. The high 

accuracy when using the PBE-6 water structure with DFT e-, comparable to that of the optB88-10% 

results, was surprising given that the result with the PBE-6 elemental water density and atomic FF 

was not as good. It was also surprising that both methods to calculate the optB88 water electron 

density distribution gave the worst 𝜒𝜒2 results despite optB88 giving a smaller water height and a 

larger water occupation in the first hydration layer than PBE. 

The origin of the remaining 𝜒𝜒2 errors is not immediately obvious by looking at the 

interfacial electron density distributions (Figure 4.25a), but the resulting XR signals (Figure 4.25b) 

show better qualitative agreement with the data for the DFT-based calculations versus those using 

atomic FF. We highlight, in particular, the remaining discrepancies with the XR data in the region 

between the Bragg peaks (6.5 Å-1 < L < 9 Å-1), which we previously identified as being associated 

with, but not exclusively due to, the interfacial water. The optimized alumina surface relaxation 
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patterns derived from these 6-layer alumina simulations (Figure 4.24b) do not explain the observed 

𝜒𝜒2 trends for this set of calculations. In all cases, the oxygen layer relaxes outward from the bulk 

(qualitatively consistent with the experimental best fit, whereas the initial FPMD simulations 

showed the surface oxygen relaxing inward; see Figure 4.9). However, the optimized relaxation 

derived from the PBE-6 simulation shows the greatest distortion of the top unit cell (the surface-

most Al-Al-O3) with all three of these layers monotonically relaxing away from the bulk. For 

comparison, the XR best-fit structure and the optimized surface relaxations from PBE-12, PBE-

12+Grimme, and optB88-10% all show that the top Al layer relaxes inward toward the bulk. From 

these results, one might expect that the PBE-6-derived structure should result in the worst 𝜒𝜒2 among 

the simulations compared here, but this is not the case.  

Figure 4.25. Optimized alumina interface structures with fixed simulated water from FPMD. (A) 
Total electron densities from PBE-6, optB88, and optB88-10%. (B) The final simulated XR 
intensities after optimizing the Al2O3 surface. (C) The 𝜒𝜒2 associated with the structures in (A) are 
correlated with the r.m.s. width of the alumina surface oxygen. Red data indicate a water structure 
that was calculated from atomic number densities and atomic FF; blue data indicate a water 
structure calculated directly from DFT electron density predictions; black data indicate the 
experimental result. 
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We also found that the optimized alumina surface relaxation was independent of how the 

water structure was calculated (i.e., using number densities and atomic FF versus electron 

distributions directly from DFT). The r.m.s. deviations of the optimized relaxation profiles from 

the  experimental best-fit model show no statistical differences for a given simulation: for PBE-6, 

the optimized Al2O3 relaxation patterns deviated from the experiment by 0.070 ± 0.003 Å (number 

density) and 0.072 ± 0.003 Å (DFT electron density); for optB88, these deviations were 0.042 ± 

0.003 Å (number density) and 0.043 ± 0.003 Å (DFT electron density); and for optB88-10%, these 

deviations were 0.025 ± 0.004 Å (number density) and 0.027 ± 0.003 Å (DFT electron density).  

Details of the water structure beyond the first hydration layer also do not explain the 

observed 𝜒𝜒2 trends. The PBE-6 and optB88 second hydration layers are qualitatively more similar 

to one another and to the experimental best fit than those in the optB88-10% calculation (i.e., in 

terms of the maximum peak density and the distance between hydration layers; Figure 4.25a). One 

might expect these details to contribute to a worse 𝜒𝜒2 for the optimized structures derived from the 

optB88-10% simulation, which is not what we observe. The XR best fit shows a low-density region 

between the first and second hydration layers (z ∼ 3.5), which is qualitatively reproduced by the 

optB88-10% simulation and to a lesser extent in the optB88 simulation. The expected 𝜒𝜒2 

contributions from this feature would lead optB88 to outperform PBE-6, in line with the expected 

outcome due to the first hydration layer height and water occupation predictions. Again, these 

expectations deviate from the observed trends in 𝜒𝜒2.  

Ultimately, we find that the trend in 𝜒𝜒2 is correlated with the vibrational enhancement of 

the alumina surface oxygen peak (Figure 4.25c). An r.m.s. width of the alumina surface oxygen 

layer (located at z = 0 in Figure 4.25a) that is equal to or larger than in the experimental best-fit 
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value leads to a smaller 𝜒𝜒2. In all of the FPMD simulations, the initial prediction showed an r.m.s. 

widths of the surface oxygen layer smaller than that in the experimental best fit (see Figures 4.10a, 

4.12a, and 4.19b). For PBE-6 with the water structure calculated from all DFT electrons and for the 

compressed optB88 calculations, the optimization procedure drives the surface oxygen peak r.m.s. 

width to be broader than in the experiment, thereby providing a 𝜒𝜒2 ~ 5.5. A wider peak means that 

the electron density of this layer is more spread out such that some of it extends into the bonding 

region between the alumina and the adjacent water and suggests that a higher electron density in 

this region may be favorable for achieving agreement with the experimental data. This result further 

reinforces the finding that the XR measurement is sensitive to the electron density distribution 

within the bonding regions, which may be indicative of the oxidation state and bonding character 

at the interface.  

 

4.7.5: Sensitivity to Interfacial Water Height 

Throughout this analysis, we have identified the interfacial water height, Δ𝑤𝑤, as a significant 

contributing factor in the level of accuracy of the simulated XR intensities. Namely, larger water 

heights have been found to be not only less consistent with the experimental best fit but also with 

the XR data directly. However, significant errors within the substrate Al2O3 obscured the Δ𝑤𝑤 

contributions to 𝜒𝜒2. Now that the substrate errors have now been minimized, we again test the 

effects of water height on the XR data using the PBE-12- and PBE-12+Grimme-derived structures. 

The FPMD water profiles were rigidly shifted toward the alumina surface while allowing all other 

aspects of the alumina interfacial structure to relax in response. χ2 was calculated at each step until 

the minimum χ2 was obtained. This resulted in an optimal height of 2.53 ± 0.01 Å for both simulated 
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water structures, consistent with the distance found in the XR best fit (2.52 ± 0.01 Å). The 

optimized structures gave calculated XR signals with χ2 = 5.9 and χ2 = 7.6 for the PBE-12-derived 

and PBE-12+Grimme-derived structures, respectively (Figure 4.23a-v and 4.23b-v, respectively) 

and visually reproduce most of the features in the experimental XR data. However, intensity 

oscillations can still be seen in the PBE+Grimme-based XR at Q ≈ 3-4 Å-1. This, and the observation 

that the quality of agreement is still worse than that obtained by a model fit, indicates that these 

residual discrepancies are due to the specific modulation of the interfacial water density in the 

predicted water structure. We did not optimize the water heights for the PBE-6, optB88, and 

optB88-10% water structures, but the results from PBE-12 and PBE-12+Grimme suggest that 

further 𝜒𝜒2 improvements could be gained by doing so.  

Following optimization of the interfacial water height, we observed further changes to the 

alumina relaxation pattern. These changes in the r.m.s. deviation of the alumina atom positions 

from the XR best-fit structure, 𝛿𝛿𝑟𝑟𝑟𝑟𝑟𝑟, showed a marked improvement for the PBE-12-derived 

structure, resulting in a negligible 𝛿𝛿𝑟𝑟𝑟𝑟𝑟𝑟 = 0.0096 Å (compare to the original δrms = 0.0236 Å). 

However, for the PBE-12+Grimme-derived structure, δrms = 0.0221 Å (originally δrms = 0.0227 Å). 

The difference in χ2 between these final FPMD-derived structures again highlights the significance 

of these small deviations. It also indicates that the detailed optimized parameters for incompletely 

optimized structures (that is, we have not fully optimized the interfacial water profile, including its 

coverage and second hydration layer properties) should interpreted with caution.  

Residual inconsistencies between the FPMD and best-fit water structures include the 

coverage and vibrational amplitude of water molecules in the first adsorbed water layer at ~2.5 Å 

above the alumina (Figure 4.26). The PBE-12 water occupancy of ~1.4 H2O/UC and width of 0.21 
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Å, and the PBE-12+Grimme occupancy of 1.28 H2O/UC and width of 0.17 Å are underestimated 

relative to those in the XR best fit (1.83 ± 0.12 H2O/UC and 0.34 ± 0.06 Å, respectively). The 

same behavior of underestimating hydration layer vibrational width was observed for PBE-FPMD 

predictions of the first hydration shell around a number of transition metal ions [110] and for the 

PBE-6 simulation (Figures 4.10b and 4.25a). Numerical integration of the first adsorbed water layer 

and the adjacent shoulder at z ~3-4 Å gives a coverage of 2.06 H2O/UC for the PBE-12 prediction 

and 2.04 H2O/UC for the PBE-12+Grimme prediction, in closer agreement with the value 

determined in the XR best fit. This suggests that FPMD captures the total amount of adsorbed water 

observed in the XR best fit, but the average height and vertical distribution of this water are distinct 

Figure 4.26. The heights of the first adsorbed water layer from PBE-12 (blue) and PBE-
12+Grimme (red) agree with that of the XR best fit (black) after optimization with respect to 𝜒𝜒2. 
Significant differences remain in vibrational amplitudes, u, and coverages, Θ, in the first adsorbed 
water layer and in the shape of the water distribution near 3-4 Å. The density associated with 
protons is indicated (i.e., those terminating the alumina surface and those in water) but is not 
probed in the XR result. Uncertainties in the FPMD coverage and width are from Gaussian fits to 
the electron density profiles. 
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due to inadequate interactions between the solid surface and the water described by PBE (which is 

also consistent with the large interfacial water height predicted by PBE). 

 

 

4.8: Discussion and Future Directions 

Following the protocol outlined in Figure 4.1, we systematically tested theoretical and 

numerical approximations made in first principles simulations of the Al2O3-water interface, and we 

assessed how they affect the accuracy of the predicted structures by comparing directly with 

simulated XR intensities. Approximations include the choice of exchange correlation functional, 

pseudopotential, size of the system, and the approach to calculate experimental observables. We 

used X-ray reflectivity as the experimental validation tool due to its high sensitivity to both bulk 

and interfacial structures and found, crucially, that XR exhibits extreme sensitivity to electron 

densities as well as to atomic coordinates. For example, the delocalization of electrons around 

atomic cores in the bulk substrate depending on the choice of PP was shown to contribute 

significantly to inaccuracies in computed XR signals. In addition, we demonstrated an enhanced 

sensitivity of low-intensity regions in the XR data to details of the interfacial water distribution and 

later showed that these low intensities arise not just due to variations in the interfacial water 

structure but more specifically due to the precise interference of X-rays scattered from the solid 

interface and from the water. Finally, through a model-dependent optimization of the Al2O3 surface 

starting from the predicted structures, we were able to separate inaccuracies associated with the 

simulated oxide substrate structure so that we could evaluate the relative accuracy of interfacial 

water predictions from FP. The direct comparisons and empirical fitting approaches provide two 
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complementary pathways to validated simulated FPMD structures. The former gives a complete 

picture of the raw-FPMD simulation accuracy while the latter is useful to assess the sensitivity of 

the XR measurement to specific predicted features independent of the rest of the structure.  

Although none of the simulations evaluated in this work were able to achieve full 

quantitative agreement with the XR data, the comparisons between simulation and experiments 

have provided insights as to what improvements are needed from FP calculations to do so. A 

fundamental first step is recognition that a fully quantitative and direct evaluation of the interface 

accuracy using XR relies on having accurate predictions of both the bulk substrate and bulk water 

structures. The XR measurements probe the bulk and interfacial regions simultaneously, so a 

rigorous and direct validation approach, i.e., without the need for empirical optimization of 

predicted structures, requires equally accurate calculations for the bulk and the interface and the 

transitions between these regions. We observed significant contributions to the level of agreement 

with the XR data originating from the bulk Al2O3 structure (i.e., the slab lattice parameter, atom 

coordination, and valence electron distributions). We also found that for a given a priori choice of 

number of water molecules and system volume, it is challenging to get an accurate prediction of 

the bulk (and interfacial) water densities via an NVT simulation. These errors of NVT simulations 

obscure contributions from the interface. With accurate asymptotic predictions of the bulk solid and 

liquid phases in the FPMD simulation cell, one should be able to assess the accuracy of interfacial 

properties (i.e., the interfacial water height and density and details of the second hydration layer) 

without resorting to a model-dependent analysis.  
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4.8.1: Slab Bulk 

The source of the disagreement in slab and periodic bulk DFT lattice constants is unclear. 

One hypothesis is that the slabs are not large enough to recover the bulk lattice constant from 

periodic DFT calculations due to interactions between the two slab surfaces. The fact that all of the 

simulations predict surface relaxations only in the surface unit cell indicates that these surface 

effects are effectively screened and, therefore, should not affect the oxygen-oxygen layer spacing 

at the slab center. However, Sundaresan et al. reported a larger-than-expected Al2O3 lattice constant 

for nanoparticles < 20 nm in diameter, though the value was not given [260]. While our simulations 

are periodic in the lateral directions, and therefore the slab is infinite in x and y, the z-dimension is 

well within the range where such a nanoscale effect may be realized. Another possibility is that the 

expansion of the slab lattice parameter is an artifact arising from errors in the choice of functional, 

PP, or other approximations required by the DFT. This idea is supported in part by the fact that the 

larger 12-layer PBE alumina slab had a lattice spacing in worse agreement with the experimental 

value than did the 6-layer PBE alumina slab. This suggests an instability in the DFT design that 

will not be solved by simply increasing the slab size. In the end, understanding the lattice expansion 

phenomenon in a slab geometry will require large-scale, systematic studies of DFT parameters, 

which is outside the scope of this thesis. 

 

4.8.2: Interfacial Properties 

The qualitative consistency in predicted surface relaxations predicted from different FPMD 

simulations (i.e., only in the surface-most unit cell) may indicate that long-range interactions which 

penetrate into the alumina substrate in the experiment are either screened by the first unit cell (as 
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discussed in the context of the slab bulk lattice parameter) or are not present in the simulations. 

That is to say, the semi-local and vdW exchange correlation functionals used and the 

phenomenological Grimme correction are insufficient to describe the alumina/water interface. A 

point of caution here is that the XR data analysis finds a local minimum based on a pre-conceived 

interface model and does not include explicit chemical constraints on the structural optimization. 

Therefore, it is possible that a different interface structure with a different alumina surface 

relaxation profile (and larger interfacial water height) could also accurately reproduce the 

experimental data, although the present simulations have not demonstrated that. However, the fact 

that the optimized FPMD-derived structures converged to an oscillatory surface relaxation pattern 

and interfacial water height in good agreement with the best-fit structure provides confidence that 

these features of the experimental best fit, which have been seen in previous analysis of XR 

measurements of the same system [210], are required by the XR data and are not artifacts of the 

starting model. We suggest that residual discrepancies in Al2O3 surface displacements and the 

hydration structure within the FPMD-derived structures are associated with very small energy 

differences, which underscores the importance of being able to identify sub-Å deviations between 

the FPMD and XR approaches. Such structural differences affect predictions of surface reactivity, 

as reflected in previous studies in which a ~0.1 Å vertical displacement at the interface observed as 

a function of pH was associated with a change in protonation state due to an adsorbed hydroxyl vs. 

a water molecule [27].  

The difference in the average first water layer height between 2.52 Å from the XR data and 

2.6-2.7 Å predicted by FPMD may suggest a discrepancy in the interaction strength between the 

adsorbed water and the alumina terminal hydroxyls. We employed two different FPMD approaches 
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to include vdW interactions—namely, the vdW exchange correlation functional optB88 and the 

Grimme energy correction—which marginally improved the interaction strength as seen by a 

decrease in interfacial water height. However, the optimized 𝜒𝜒2 derived from the PBE-12+Grimme 

was worse than that obtained from the optimized PBE-12 structure (and worse than obtained with 

optB88 without a water height adjustment) because the shape of the PBE-12+Grimme simulated 

interfacial water profile was less consistent with the XR. Grimme corrects for long-range energetics 

and is known to give a more correct density of water than PBE [200], but it does not capture mid-

range interactions, which our results suggest are important for the interfacial water adsorption.  

The interfacial water height also has implications for the lateral arrangement of water 

molecules at the alumina (001) surface (Figure 4.27a). The average nearest neighbor oxygen 

distance in bulk water is dOO ~ 2.7-2.8 Å between hydrogen bonded (HB) water molecules [261, 

262] whereas the experimental best-fit (and FPMD-optimized) water height was Δ𝑤𝑤~ 2.52 Å. This 

Δ𝑤𝑤 would suggest an unusually short HB if the water oxygen were located directly vertically above 

an alumina surface oxygen (along the 001 surface normal vector). However, the specular XR 

measurements probe only the projection of the O-O vector along the alumina (001) surface normal 

direction. If we assume a dOO of 2.7 Å, the water height of 2.52 Å is consistent with a water 

adsorption site that is laterally displaced by dXY ~ 1 Å on average from the alumina surface oxygen 

site, as illustrated in Figure 4.27a. Meanwhile, the PBE interfacial water height prediction (~2.7 Å) 

suggests that the O-O vector angle with respect to (001) is small. For comparison, a hexagonal close 

packed arrangement of water molecules at the alumina surface would lead to Δ𝑤𝑤 ~ 2.4 Å, which is 

considerably smaller than our best-fit water height.   
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Of course, the O-O spacing between the alumina surface and adjacent adsorbed water layer 

could also exceed the bulk-like HB distance.  A snapshot of the lateral water organization from the 

PBE-12 simulation reveals that the adsorbed water O are located primarily near the alumina surface 

oxygen atoms but with a visible lateral shift (Figure 4.27b). The corresponding simulated radial 

distribution function (RDF) between the surface O and the nearest neighbor water O, averaged over 

A 

Figure 4.27. Proposed in-plane water ordering on Al2O3 based on vertical water height and 
predicted lateral distribution from FPMD. (A) Schematics of PBE (purple), XR (orange), and 
HCP (green) in 3D and the corresponding lateral projections seen by the specular XR 
measurement. 𝛥𝛥𝑤𝑤 is the interfacial water height, dOO is the O-O distance between hydrogen-
bonded water molecules, assumed here between alumina surface oxygens (OSURF; red) and 
adsorbed water oxygens (Ow; blue), and dXY indicates the lateral displacement between OSURF and 
Ow if dOO is assumed. (B) A snapshot of the in-plane alumina (001) unit cell (a x b) from the PBE-
12 simulation reveals the Ow adsorption sites relative to the alumina OSURF. (C) Radial distribution 
functions (normalized to the unit cell volume, VUC) for the PBE-12 and PBE-12+Grimme 
calculations show nearest neighbor distances between OSURF and Ow of ~2.9 Å and ~2.8 Å, 
respectively. 

C B 
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all snapshots from the PBE-12 simulation, shows an O-O separation of ~2.9 Å (Figure 4.27c), 

slightly in excess of the expected distance for a HB. The equivalent RDF for the PBE-12+Grimme 

simulation gives a peak distance of ~2.8 Å (Figure 4.27c). The combination of the simulated vertical 

interfacial water heights and the RDFs suggests an average lateral displacement of adsorbed water 

relative to alumina surface oxygen sites of ~1 Å for both simulations, consistent with that inferred 

by XR with the assumption of a bulk-like dOO. These results affirm that the HB interactions between 

the alumina surface and adsorbed water are weaker in the simulations (even when vdW interactions 

are included) compared to what is inferred from the experimental data.  

Off-specular XR measurements can directly probe the lateral water organization. Data 

measured at APS Sector 33-ID-D (Figure 4.28) show significant deviations in several off-specular 

CTRs from the intensities expected from an ideally-terminated Al2O3(001) crystal. These 

discrepancies arise from many different factors, including alumina surface rearrangements and 

interfacial water structure, as we have demonstrated throughout this work. Careful analysis of these 

data is an important next step in further understanding the properties of HB interactions at the 

alumina/water interface. Based on similar measurements of adsorbed water on the isostructural α-

Fe2O3(001) surface [210, 263], one might expect these data to reveal lateral water ordering close to 

that inferred from the specular XR best fit and from the FPMD RDFs for PBE-12 and PBE-

12+Grimme—namely, a ~1 Å lateral displacement of the water O atom positions from the alumina 

surface O. For Fe2O3, the vertical interfacial water height was 1.9 Å [210], and off-specular XR 

revealed a lateral displacement of water molecules from adjacent surface O groups of ~1.8 Å [263], 

resulting in a dOO consistent with a HB length.  
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Another potential source of discrepancy between the simulated and measured water 

structures derives from the specific protonation state of the surface. The differences in the water 

Figure 4.28. Off-specular XR measurements of the Al2O3(001)/water interface. (A) Schematic of 
all measured rods (including specular) and their symmetry equivalents projected onto the L=0 
plane. The three-fold symmetry of 𝛼𝛼-Al2O3 is apparent. Filled circles are the measured rods with 
HKL labeled; striped versus solid colors indicate reflections related by a glide plane (dashed gray 
lines). Empty circles were not measured. The reflections are grouped by radii, representing the 
relative intensities of the first Bragg peak, and by color based on the L of the first Bragg peak (L 
= 1, purple; L = 2, blue; L = 3, salmon; L = 6, green). An ‘×’ indicates a forbidden reflection. (B-
F) XR data (blue and yellow) are grouped by symmetry equivalence according to the fill colors 
and patterns in (A), indicated by the outline of the figure panel. The data are shown relative to the 
expected reflectivity from an ideally terminated Al2O3 (001) bulk crystal (gray lines). Data 
measured at APS sector 33-ID-D at and X-ray photon energy of 20 keV. See Appendix A.1 for 
sample preparation details.  
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heights seen here are similar to those observed previously at the TiO2(110)/water interface that were 

associated with changes of the surface charge and proton site distributions [24]. The FPMD 

simulations all assumed a fully protonated Al2O3 surface (i.e., with one proton per surface oxygen), 

consistent with previous simulations [228, 264] and experimental results [209, 210, 212, 214, 226] 

at neutral pH. However, it is known that the alumina surface protonation is controlled by pH 

(characterized by a point of zero charge) [213, 214, 265] and that this behavior can be influenced 

by surface morphology and defects [211, 266, 267]. The experimental Al2O3 sample was cleaned 

and annealed to eliminate surface defects, and thus the assumption of a fully protonated surface in 

DIW (nominal pH = 7) is expected to be reasonable. Still, SFG studies of this system showed a 

subtle change in spectral response between a pH of 6 and 8 [53], which may be consistent with a 

slight change in the surface charge that could reasonably affect the HB strength and, consequently, 

the interfacial water height. These behaviors are currently be explored with additional specular XR 

measurements as a function of pH (Appendix A.1) and resonant XR measurements to determine 

how changes in the XR data versus pH reflect differences in the water structure versus effects of 

ion adsorption. These effects should also be incorporated explicitly in FP calculations.  

 

4.8.3: Choice of DFT Functional 

The studies presented in this thesis have used the PBE and optB88 exchange correlation 

functionals. PBE, in particular, serves as the workhorse functional of DFT. It is computationally 

tractable, commonly used, and has been shown to provide a reliable and flexible description of 

interactions in solutions [110, 252]. There are, however, well-documented problems with the 

accuracy of PBE (and other DFT approximations) for the study of water interactions [95], and liquid 

water simulations have been shown to be sensitive to the different theoretical and numerical 
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approximations. For example Grossman et al. [107] found that liquid water was slightly over-

structured (increased coordination/activity and slower self-diffusion rate) for choices of DFT and 

integration parameters similar to those used in the PBE-12 simulations. Inclusion of the Grimme 

dispersion correction [95] had little effect on the over-structuring of liquid water at the Al2O3/water 

interface. Increasing the thermostat temperature to 400 K, such as in the PBE-6 simulations 

discussed here, is an oft-employed ad hoc approach to resolve some of these well-known issues. 

Nevertheless, the water structures from the PBE-12 and PBE-6 simulations were similar despite the 

temperature difference, highlighting errors inherent in PBE.  

There are many other flavors of DFT that may be good candidates for the validation protocol 

described here. Hybrid functionals [241, 268-270] can perform better than semi-local functionals 

for bulk water [95, 271] and for some bulk solid phases [272] including Al2O3 [273]. However, 

most hybrid functionals cannot accurately describe interfaces between systems with different 

dielectric properties such as alumina and water, and it is currently unclear how to properly describe 

vdW interactions [201, 205] within the context of hybrid functionals. In addition, they are 

significantly more computationally expensive than semi-local and nonlocal DFT, which is already 

any issue in the simulations presented here because of the large number of electrons being modeled.  

The strongly constrained and appropriately normed (SCAN) functional [274] incorporates 

an improved description of weak interactions including hydrogen bonding and vdW relative to PBE 

and overall has performed remarkably well for bulk water [204, 275]. It is more computationally 

advantageous than hybrid functionals and was recently shown [264] to outperform a hybrid 

functional (HSE) [268, 269] for the prediction of vibrational properties at the Al2O3(001)/water 

interface and the prediction of the adsorbed water height above the alumina surface (2.62 Å). The 
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results in Ref. [264] derive from simulations with only three Al2O3 layers and fewer water 

molecules than we used here, which would contribute significantly to the level of accuracy of 

simulated XR intensities. Nevertheless, the available results point to SCAN as a promising 

functional for predictions of oxide/water interfaces and worth future study using the validation 

framework. 

 

4.8.4: Conclusion 

This study shows how quantitative comparisons of XR and FPMD simulations can assess 

the accuracy of our understanding of a simple, well-defined structure: the Al2O3(001)/water 

interface. The FPMD-predicted structures give good visual agreement with the structures 

determined by the experimental best fit, showing that they qualitatively capture many 

physiochemical behaviors at this interface. However, significant quantitative differences between 

the measured and simulated XR signals demonstrate sub-Å differences between predicted structures 

and experimental data that are important for the accurate description of interfacial phenomena. The 

small but significant effects of electron density description by FF or PP, of the charge distribution 

in the low-density region between the solid and liquid, and of sub-Å displacements in the bulk and 

interfacial substrate and the water height accentuate the deep structural insights that can ultimately 

be derived from these comparisons, especially with regard to HB networks and proton transfer 

dynamics at the interface. Finally, these studies pave the way for future FPMD-XR analyses of 

other systems to refine predicted structures and, as a natural next step, to provide a starting point 

for XR data analysis of more complex systems without the need for a pre-conceived model of the 

interface. 
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Chapter 5:  Ion Adsorption at the Charged Graphene 

Surface 

5.1: Introduction 

Resonant anomalous X-ray reflectivity (RAXR) has been used to probe the structure of 

adsorbed ions on several mineral surfaces where the surface charge is either fixed (e.g., muscovite 

mica with a high charge of 1 e- per surface unit cell area [40]) or may be controlled by changing 

the solution pH with respect to the point of zero charge (e.g., Al2O3) [15, 144, 175, 178-180, 182, 

276]. Here we set out to measure the adsorbed ion structure at a potential-controlled electrode 

surface. This work enables measurements of the electrical double layer (EDL) as a function of 

surface charge in real time by altering the applied potential and also provides a direct comparison 

with electrochemical measurements. In previous studies of ion adsorption using RAXR, the 

strength of ion sorption has been relatively strong, leading to strong resonance modulations in the 

RAXR spectra (Figure 5.1a). For example, the high surface charge of mica (1 e-/AUC is equivalent 

to -34 μC/cm2) leads to a well-defined Stern layer of adsorbed Rb+ even for a dilute concentration 

of 3 mM RbCl (Figure 5.1b) [15]. Conversely, the diffuse double layer inherently arises due to 

weak interactions with a charged surface, and the contribution to the resonance spectra is expected 

to be significantly smaller. Qualitatively, this can be inferred from the equation for the structure 

factor (Eq. 3.14) which says that a more distributed atomic (or ionic) layer (i.e., through the DW 

factor) will decrease the structure factor contribution from that element. A diffuse profile described 

by an exponentially decaying ion distribution (Eq. 2.13) would have a similar effect. Therefore, a 

successful measurement of a diffuse ion profile will benefit from a substrate with low electron 
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density (i.e., a small atomic FF), which will lend a smaller contribution to the total structure factor 

than a typical, high-Z metal electrode (e.g., Ag or Pt). With this in mind, we selected a graphene 

electrode to facilitate measurement of the EDL.  

 

 

Figure 5.1. Example of RAXR measurement of strongly adsorbed Rb+ on muscovite mica in 
3mM RbCl(aq). (A) Normalized RAXR spectra show clear resonance modulations through the 
Rb K-edge over a range of scattering conditions (0.22 Å-1 < Q < 3.02 Å-1; spectra are offset for 
clarity). (B) Three models for the adsorbed Rb+ ion distribution with similar 𝜒𝜒2 levels of 
agreement with the experimental data (1.3 < 𝜒𝜒2 < 1.5) all show an inner sphere (IS) adsorption 
complex. Electron densities derived from CTR measurements in DIW (light blue dots) and in 
3mM RbCl (black line) are given. Reprinted with permission from Lee, Fenter, Nagy, and 
Sturchio, Langmuir, 28, 8637-8650 (2012). Copyright 2012 American Chemical Society. Ref. 
[15]. 

(a) 
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5.1.1: Graphene on SiC 

Graphene is the atomically-thin building block of the two-dimensional (2D) carbon 

allotrope graphite and has been the subject of extensive research over the past two decades due to 

its unique properties as a 2D material [277]. Its light weight, strength resulting from its sp2 

hybridized honeycomb lattice [278], thermal [279] and electrical [280] conductivity, and capability 

to be fabricated in different architectures [90, 281-283] and with different surface 

functionalizations [284-287] make it a material of interest for numerous applications, including as 

protective coatings [288] and as an electrode in field effect transistors [289-291] and electrical 

double layer capacitors (EDLCs) [88, 285, 286, 292].   

Graphene may be obtained by several methods. These include mechanical exfoliation from 

graphite using tape [280], chemical vapor deposition on metal (e.g., Cu) from a carbon-containing 

precursor [293], and epitaxial growth by thermal desorption of Si from a SiC substrate either in 

ultra-high vacuum (UHV) [294-296] or in a partial atmosphere of an inert gas [297]. Growth on 

SiC approach is best suited for large-area production of high-quality epitaxial graphene [297-299], 

which is a prerequisite for the use of graphene as an electrode material in EDLCs where the charge 

storage scales with the area of the adsorption surface. However, the electronic properties of 

graphene grown on SiC vary from those of isolated graphene. Intrinsically, a single layer of 

graphene zero gap semiconductor [280], but its band gap can be tuned by applying a voltage [280, 

291, 300], by chemical doping [301], and by interactions with a substrate [302-306]. 

The thermal graphitization of SiC proceeds via the high-temperature evaporation of Si from 

the interface and subsequent restructuring of remaining C atoms into the familiar 2D honeycomb 

structure (Figure 5.2a) with in-plane lattice constant 𝑎𝑎𝐺𝐺 = 2.46 Å and 𝑐𝑐𝐺𝐺 = 3.35 Å [307]. This 
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graphene synthesis method is commonly carried out on the hexagonal polymorphs of SiC, i.e., 4H- 

and 6H- SiC (Figure 5.2b) with lattice constants 𝑎𝑎 = 𝑏𝑏 = 3.08 Å, 𝑐𝑐4𝐻𝐻 = 10.08 Å, and 𝑐𝑐6𝐻𝐻 = 15.12 

Å [308]. Layer-by-layer growth is oriented along SiC step edges [309, 310], and the film thickness 

and graphene ordering depends on the temperature, atmospheric conditions, and the polarity of the 

Figure 5.2. Graphene and SiC crystal structures. (A) In-plane (top) and vertical (bottom) graphene 
structures showing different stacking sequences (AA, AB, and ABC). (B) The 4H-SiC and 6H-
SiC polytypes differ in the vertical layer sequence (indicated by thick black bonds; left) but have 
equivalent in-plane structures (right). The unit cells are indicated by dotted lines. 
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SiC—that is, whether the graphitization takes place on the Si-face (0001) or C-face (0001�) [311, 

312]. Specifically, 2D graphene growth on the Si-face follows the formation of an intermediate C-

rich buffer layer in a 6√3 ×6√3 surface reconstruction [313] that is coupled strongly to the 

underlying SiC substrate through partial sp3 hybridization [311]. Graphitization proceeds slowly 

on this face, leading to few-layer graphene films [314], and the bonding of the buffer layer to the 

substrate contributes to the high degree of order of graphene films grown on this face [311]. The 

graphene layers tend to stack in three configurations (AA, AB, ABC) shown in Figure 5.2a with 

interlayer spacing 𝑐𝑐𝐺𝐺 ~ 3.35 Å where the Bernal type (AB) is the most common [312]. Conversely, 

graphene layers on the C-face interact weakly with the substrate (there is no buffer layer), and 

growth is fast and uncontrolled, leading to comparatively thick, disordered films [315]. Substrate 

defects have a profound impact of the quality of the graphene, and careful pre-treatment (e.g., H2 

etching) is necessary to obtain uniform growth [316-318]. 

The interaction of graphene on the Si-face with the underlying substrate leads to an opening 

of the band gap at the Dirac point [319] with a dependence on layer thickness (i.e., a decreasing 

gap with thicker graphene) [302, 320, 321] (Figure 5.3a,b). The graphene stacking order also 

contributes to the measured band structure of graphene resulting from the degree of 𝜋𝜋 orbital 

Figure 5.3. Graphene energy bands depending on layer structure. (A) Single layer graphene, (B) 
AA-stacked bilayer (BL) graphene, and (C) asymmetrically stacked BL graphene. 𝐸𝐸𝐷𝐷 is the Dirac 
point of the energy bands. From Ohta et al., Science 313, 951-954 (2006). Reprinted with 
permission from AAAS. Ref. [301]. 
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overlap from the different layers (Figure 5.3c) [312]. As a result of the band opening, electrons are 

confined within the graphene layers and behave as a 2D electron gas [322], which gives rise to a 

quantum capacitance, 𝐶𝐶𝑞𝑞 [289, 323-326]. 𝐶𝐶𝑞𝑞 scales with the density of states, and is, therefore, 

voltage and thickness dependent and is typically on the order of a few μC/cm2 [289, 290]. This 

small capacitance can dominate the total capacitance of EDLCs depending on the electrolyte 

conditions [323-325] where it acts in series with the double layer capacitor, and the total 

capacitance, 𝐶𝐶𝑡𝑡𝑡𝑡𝑡𝑡, is given by 

1
𝐶𝐶𝑡𝑡𝑡𝑡𝑡𝑡

= 1
𝐶𝐶𝑞𝑞

+ 1
𝐶𝐶𝑠𝑠

+ 1
𝐶𝐶𝐺𝐺𝐺𝐺

. 5.1

Here, 𝐶𝐶𝑠𝑠 is the capacitance of a Stern layer, which may be treated as a parallel plate capacitor, and 

𝐶𝐶𝐺𝐺𝐺𝐺 is the Gouy-Chapman capacitance in the case of a diffuse ion profile. The Stern and GC 

capacitances combine to form the electrical double layer capacitance, 𝐶𝐶𝐸𝐸𝐸𝐸𝐸𝐸, as shown in Figure 

5.4. If no Stern layer is present, the EDL capacitance is simply that of the diffuse ion layer.  

In this Chapter, I first investigate the structure of water on graphene grown on both 6H- 

and 4H-SiC, in the absence of ions. Molecular dynamics simulations provide additional insights 

to the water distribution and behavior at the graphene surface and suggest that an intrinsic 

Figure 5.4. Graphene/electrical double layer (EDL) circuit diagram. Cq is the graphene quantum 
capacitance and CEDL is the EDL capacitance (top). The EDL capacitance can be separated into a 
Stern layer capacitance (CS) and Gouy-Chapman diffuse layer capacitance (CGC) if specifically 
adsorbed ions are present. 
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interfacial water polarization affects the adsorption of cations and anions differently. Then I 

explore the structure of cation (Rb+) adsorption at the electrified graphene surface in a weak 

coupling limit (i.e., small surface charge). I observe significant discrepancies between 

electrochemical measurements and resonant X-ray reflectivity measurements and discuss possible 

explanations for the differences. 

 

 

5.2: Experimental Methods 

X-ray reflectivity measurements were carried out on several different samples of epitaxial 

graphene (EG) grown on the Si-face of semi-insulating 6H-SiC obtained from D. Kurt Gaskill’s 

group at the Naval Research Laboratory and on one sample of EG grown on the Si-face of 4H-SiC 

purchased from Graphenesic AB (Stockholm, Sweden). All EG/SiC samples were prepared by 

thermal decomposition of SiC in an inert atmosphere of Ar gas [297]. The large, oriented graphene 

terraces produced by this method are beneficial for XR measurements as the large surface domains 

lead to sharper diffracted signals on the detector and improves the peak signal-to-background ratio. 

In contrast, EG/SiC samples grown in UHV conditions produce smaller, unoriented graphene 

domains [320, 327], which leads to broad X-ray reflections that are challenging to integrate and 

analyze [328]. The sample dimensions were cut to approximately 3 mm×10 mm each in order to 

fit in the transmission electrochemical cell (Figure 3.8) used for in situ XR and RAXR 

measurements.   

The samples were cleaned by several alternating rinses of methanol and de-ionized water 

(DIW) to remove surface contamination and characterized by AFM to estimate sample quality 
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(i.e., roughness, layer morphology, and layer coverages). Four-point probe measurements were 

carried out using the S-302 Resistivity Stand from Lucas Signatone Corporation (Gilroy, CA, 

USA) with potentiostatic control via CH760E bipotentiostat (CH Instruments, Inc., Austin, TX, 

USA) to evaluate the resistivity of the samples. For a conductive thin film, the sheet resistivity 𝜌𝜌s 

(as opposed to bulk resistivity) is calculated from Ohm’s Law as  

𝜌𝜌𝑠𝑠 =
𝜋𝜋

ln 2
𝑡𝑡 𝜉𝜉

𝑉𝑉
𝐼𝐼

5.2 

where the constant prefactor accounts for a film with thickness t that is less than half the probe tip 

spacing [329], and 𝜉𝜉 is a geometric correction factor that depends on the shape of the sample (i.e., 

circular or rectangular) and is required when the sample dimensions are small such that current 

edge effects must be considered [330]. The sample conductivity is 

𝜎𝜎𝑠𝑠 =
1
𝜌𝜌𝑠𝑠

. 5.3 

Samples suitable for use as electrodes in studies of the electric double layer (EDL) were selected 

based on AFM characterization and good conductivity as determined by four-point probe (i.e., 

having a sheet resistance, 𝜌𝜌𝑠𝑠/𝑡𝑡, on the order of a few kΩ/square or less). 

All samples were assembled into the transmission electrochemical cell for transport to the 

APS. Samples used for studies of the water structure on graphene were kept dry for transport to 

the APS, and XR measurements were carried out on the samples in air before DIW was introduced 

to the cells. Samples used as electrodes for studies of the EDL structure were characterized by 

cyclic voltammetry (CV) in DIW and in 0.1 M RbCl using either a CHI660D or CHI760E 

potentiostat before taking to the APS for in situ XR measurements, which were also carried out in 

0.1 M RbCl. The initial CV measurements serve as a point of comparison for those carried out at 
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the beamline and provide a more accurate assessment of the capacitance of the assembled cells 

(see Chapter 5.4).  

The CHI760 potentiostat was used for electrochemical measurements at the beamline and 

was controlled externally by the beamline software, SPEC. The potentiostat voltage was defined 

as a motor with values set according to an input table. CVs were carried out by stepping the voltage 

in 0.01 V increments with a voltage window set according to the range over which capacitive 

behavior was expected. The voltage was held at a fixed negative value within the capacitive voltage 

window during RAXR measurements to measure the adsorbed Rb+ distribution. “Cleanup” CVs 

were performed between RAXR scans to check the stability of the EG/SiC electrode following 

repeated X-ray exposures and ensure that RAXR data used to evaluate the EDL structure are 

reliable.  

XR measurements were carried out at beamline 33-ID-D of the APS using various fixed 

X-ray photon energies, which are given in the respective results sections. For the measurement of 

Rb+ adsorption on graphene, resonant measurements were always carried out by scanning the 

energy through the Rb K-edge, nominally E0 = 15.2 keV, with a scan range from E0+250 eV to 

E0−250 eV. As the precise value of E0 could vary (typically no more than few eV) depending on 

extrinsic factors of the beamline configuration, E0 was measured at the start of each beamtime with 

the assistance of Dr. Sang Soo Lee (Fenter group, ANL). The linear absorption as a function of X-

ray photon energy was measured through a transmission XANES cell placed at the front of the 

beamline (where the X-rays enter the 33-ID-D hutch) and filled with an aqueous RbCl solution. 

The precise value of E0 is the energy corresponding to the minimum in the derivative of the 

absorption spectrum. Non-resonant reflectivity was measured away from the K-edge (either above 
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or below, as indicated in the results sections) where the anomalous dispersion terms (Eq. 3.15 and 

Figure 3.5) are negligible. 

 

 

5.3: Water on Graphene 

5.3.1: Model for XR Data Analysis 

The XR data were analyzed following the model-dependent least-squares fitting procedure 

described in Chapter 3. The model for the SiC/EG/water interface consists of a semi-infinite bulk 

SiC substrate defined by the polytype (either the 6H- or 4H-SiC; Figure 5.1) [308], six alternating 

C-Si interfacial layers for the 6H-SiC polytype (total of 12 atomic planes) and four alternating C-

Si interfacial layers for the 4H-SiC polytype (total of eight atomic planes), up to eight carbon 

(graphene) layers, and the layered water model previously described (see Chapter 4.3 and Ref. 

[120]). Individual adsorbed water layers (i.e., as in the Al2O3(001)/water structure) were found to 

be unnecessary to converge the model to the XR data for SiC/EG/water. The parameters for the 

interfacial SiC, graphene, and water structures were optimized while the bulk SiC structure was 

fixed.  

In general, the SiC/EG/water interface model contains many more parameters than were 

used for the Al2O3/water interface model in Chapter 4. Unlike Al2O3(001) which has a single well-

defined substrate surface, the thermal decomposition of SiC to grow EG leads to several interfacial 

layers that may experience surface relaxations and partial occupancy [327, 331, 332]. Therefore, 

the model includes position parameters for each of the SiC surface layers, each EG layer, the first 

Gaussian of the extended water model, and the peak spacing between adjacent Gaussians of the 
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layered water (up to 22 position parameters for 6H-SiC and up to 18 for 4H-SiC). Layer occupation 

factors were included for up to four Si surface layers and for each graphene layer (for an additional 

12 parameters). Models that included partial C layers in the SiC substrate surface led to worse 

levels of agreement with the XR data, which is consistent with previous results that found no 

evidence of depletion in these layers [331]. Therefore, the occupation factors for C in the SiC were 

fixed at the bulk coverage (1/UC). The vibrational amplitudes of the surface-most Si layer, each 

graphene layer, and the first Gaussian of the layered water model were optimized, as was the 

vibrational enhancement of subsequent water layers such that the water density oscillations decay 

to the bulk water density (11 additional parameters). Extrinsic factors included the surface 

roughness, water layer thickness, and a scale factor. In total, up to 48 or 44 parameters for 6H- and 

4H-SiC, respectively, were possible for the least-squares analysis of the SiC/EG/water XR data.  

Typically, the graphene films were found to have fewer than five partial layers, so in 

practice the number of position, occupation, and r.m.s. width parameters were reduced from the 

maximum number possible. In addition, the roughness parameter and water thickness parameter 

were always fixed after the first few iterations of the least-squares minimization. As noted in 

Chapter 3.1.1., the Robinson roughness model [166] describes partial coverage layers of the 

substrate material (Figure 3.3), so the 𝛽𝛽 roughness parameter covaries significantly with the 

coverage parameters for the SiC/graphene interface. For all samples that were measured, 𝛽𝛽 

converged to zero with a large uncertainty, so this parameter was fixed at zero. The X-ray 

attenuation through a transmission cell is nearly constant over the Q range that was probed in these 

measurements (Figure B1), leading to a significant covariance with the extrinsic intensity scaling 
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factor. Thus, the water layer thickness was fixed at an arbitrary value, and its effects were 

accounted for by the scale factor. 

We modified the layered water model (Eqs. 4.2 and 4.3) to incorporate multiple graphene 

surfaces, Gn (n = 0, 1, 2, …) [67], and assumed that water interacts in the same way with each 

exposed graphene layer. That is, above each exposed graphene surface exists the same intrinsic 

water structure with m Gaussians but vertically displaced and with fractional coverage due to the 

position 𝑧𝑧𝑛𝑛, width 𝑢𝑢𝑛𝑛, and coverage Θ𝑛𝑛 of the exposed graphene layer. Altogether, the layered 

water structure can be described by 

𝑧𝑧𝑚𝑚,𝑛𝑛 = 𝑧𝑧𝑚𝑚 + 𝑧𝑧𝑛𝑛
𝑢𝑢𝑚𝑚,𝑛𝑛 = �𝑢𝑢𝑚𝑚2 + 𝑢𝑢𝑛𝑛2

Θ𝑤𝑤,𝑛𝑛 = Θ𝑤𝑤
Θ𝑛𝑛 − Θ𝑛𝑛+1

Θ𝑀𝑀𝑀𝑀

5.4 

where the graphene monolayer coverage on SiC is ΘML= 3.147 carbon atoms per SiC unit cell, and 

the positions 𝑧𝑧𝑚𝑚, r.m.s. widths 𝑢𝑢𝑚𝑚, and occupation factor Θ𝑤𝑤 for the extended layered water 

structure are given by Eqs. 4.2 and 4.3. 

We partially constrained the surface SiC and G0 parameters in the XR analysis based on 

the work of Emery et al. [331]. That study combined the chemical and structural sensitivity of X-

ray photoelectron spectroscopy (XPS), X-ray standing waves (XSW), and XR to rigorously 

characterize the structure of the SiC/EG/air interface and address long-standing debates about the 

buffer layer, G0, between SiC and epitaxial graphene. The XPS/XSW measurements were 

consistent with a carbon-rich buffer layer composed of two chemically-distinct layers, S1 with sp2 

hybridization and S2 with sp3 hybridization and bonded to Si atoms of the substrate [303, 305, 

333-335] and ruled out a proposed Si adatom model [332, 336]. Although Emery et al. found that 
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the EG/SiC interface was largely identical across all samples studied (UHV-grown vs. Ar-grown 

with 1.3 or 1.7 ML graphene), we allowed the structure parameters in this work to vary up to 10% 

from their results. In general, the present results are in agreement with those previously reported. 

 

5.3.2: Simulation Methods 

Two classical MD simulations were carried out by Dr. Felipe Jiménez Ángeles (Olvera 

group, Northwestern) and provide further insights to the properties of water adsorbed on graphene. 

One simulation included an ideal graphene slab constructed of four graphene layers with complete 

coverage (i.e., spanning the simulation x- and y-dimensions). The second simulation included an 

irregular surface with four layers with coverages defined according to the experimental best fit for 

one of the samples (EG/6H-SiC). The electron density distributions of the water structure predicted 

by the simulations are compared to the experimental results. In addition, the dipole moment 

orientations 𝛍𝛍 of water molecules at the interface and the instantaneous polarization near the 

graphene surface are calculated from the MD simulations. The instantaneous polarization is 

calculated as 𝐩𝐩(r, z) = Δ𝐦𝐦/ΔV where Δ𝐦𝐦 = ∑ 𝛍𝛍𝑖𝑖𝑖𝑖  and 𝛍𝛍𝑖𝑖is the dipole moment of all water 

molecules in the volume ΔV at (r,z). Further details of the simulation methodology can be found 

in Ref. [130]. 

 

5.3.3: Results 

The adsorbed water structure on graphene was investigated on two samples, one with a 6H-

SiC substrate and one with a 4H-SiC substrate. Figures 5.5a,b and 5.5c-e show AFM height scans 

of the epitaxial graphene on 6H- and 4H-SiC in air, respectively, and reveal smooth sample 
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surfaces (average surface roughness = 38 pm on the 6H-SiC substrate, and the EG/4H-SiC surface 

appears perfectly smooth ). The lateral terrace widths are ~1 μm and ~0.5 μm on the 6H- and 4H-

SiC samples, respectively. On the 6H- sample, we also see several partial layers of graphene on 

each terrace (Figure 5.5b) while on the 4H- sample the graphene coverage appears uniform on 

each terrace across the majority of the sample (Figure 5.5e). Approximately 15-20% of the 4H-

Figure 5.5. AFM height images of epitaxial graphene (EG) grown by thermal decomposition of 
SiC. (A) A 5×5 μm2 region of the EG/6H-SiC sample shows large terraces ~1 μm wide with 
several partial graphene layers that are more easily seen in (B) the zoomed in region spanning 4 
μm2 (top); the height profile (bottom) along the horizontal red line in the AFM shows three peaks 
(‘*’) with heights of ~3.5 Å above the surrounding surfaces, highlighting the edges of four partial 
graphene layers. Bright and dark vertical lines are the terrace edges. (C) A 70 𝜇𝜇m ×70 𝜇𝜇m area 
of the EG/4H-SiC sample shows uniform EG growth across most of the sample with vertical 
structures covering ~15-20% of the surface area. (D) The ridges appear to be wider graphene 
terraces. (E) A region zoomed in to 4 μm2 on a uniform section of the sample shows complete 
coverage of graphene layers across the terraces.  
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SiC substrate surface is covered by ridges (Figure 5.5c), which appear to be thicker regions of 

graphene (Figure 5.5d) that may result from step bunching. Due to the limited resolution of the 

AFM, its chemical insensitivity, and the fact that it does not see the layers below the surface, we 

cannot determine the number of graphene layers precisely from the AFM. Nevertheless, this 

qualitative picture provides an additional reference point against which to evaluate the XR best-fit 

results.  

Figure 5.6 shows the XR data and best-fit structures measured on both samples in air and 

in DIW. The XR measurements on the EG/6H-SiC sample were carried out at an X-ray photon 

energy of E = 15.2 keV, and the measurements on the EG/4H-SiC sample were carried out at a 

photon energy of E = 18 keV. The optimized XR model parameters (z, u, and Θ) for each atomic 

layer are summarized in Tables 5.1 and 5.2 for the 6H-SiC sample and the 4H-SiC sample, 

respectively. The XR data show a low-intensity at Q ~ 1 Å-1 for both samples measured in air, but 

upon the addition of water the intensity at this scattering condition increases due to the presence 

of an additional oscillation in the reflectivity (Figure 5.6a). This change in in intensity just below 

the first graphene peak was also observed for other measurements (not shown) and appears to be 

a signature of the adsorbed water. Overall, the interfacial structure of SiC/EG/DIW is similar for 

6H-SiC and 4H-SiC (Figure 5.6b), as I discuss in detail below. The MD simulations also generally 

agree with the hydration layer distribution derived from the experiments and provide further 

insights to the physiochemical phenomena occurring at the graphene/water interface.  
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Figure 5.6. Adsorbed de-ionized water structure on EG/SiC. Top row: 6H-SiC substrate sample; 
bottom row: 4H-SiC substrate sample. (A) XR data (circles) and best fits of samples in air (red) 
versus in water (blue) and the expected reflectivity from an ideally-terminated SiC(0001) 
substrate (gray). Error bars are given as 1𝜎𝜎 uncertainties with 2% minimum error bars (6H-SiC) 
and with 4% minimum error bars enforced (4H-SiC); SiC and graphene peaks are labeled and 
are similar for both samples. (B) The best-fit electron density distributions of samples in DIW 
reveal that sample 1 (𝜒𝜒2 = 1.6) has three partial graphene layers, G1-G3, above the G0 buffer 
layer, and sample 2 (𝜒𝜒2 = 2.2) has a complete graphene layer, G1, and three partial layers, G2-
G4, above the G0 buffer layer; the adsorbed water layers are approximately coincident with the 
graphene layers; the distributions are resolution-broadened with effective r.m.s. width of each 
layer 𝑗𝑗 given by 𝑢𝑢𝑒𝑒𝑒𝑒𝑒𝑒,𝑗𝑗 = �𝑢𝑢𝑗𝑗2 + (0.55/𝑄𝑄𝑚𝑚𝑚𝑚𝑚𝑚)2�

1/2
 (C) The intrinsic water structures are similar 

for both samples with the hydration first peak at ~3.1 Å above the graphene surface (zG; vertical 
black dotted line); the spacing between adjacent hydration layers (indicated by vertical gray 
dashed lines) in the sample 1 best-fit is smaller than the structure derived from the CTR data for 
sample 2. 
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Table 5.1. XR best-fit results for the 6H-SiC(0001)/EG/water interface with uncertainties on the 
last significant figures in parentheses. Values without uncertainties were fixed during analysis. 

 In DIW  In Air 

Layer z (Å) u (Å) 𝚯𝚯 
(AUC-1) 

 z (Å) u (Å) 𝚯𝚯 
(AUC-1) 

6H-SiC(0001) 
C −13.226(5) 0.0922 1  -13.215(5) 0.0922 1 
Si −12.598(2) 0.0837 1  -12.603(1) 0.0837 1 
C −10.723(7) 0.0922 1  -10.68(1) 0.0922 1 
Si −10.076(3) 0.0837 1  -10.078(2) 0.0837 1 
C −8.20(2) 0.0922 1  -8.17(1) 0.0922 1 
Si −7.557(5) 0.0837 0.988(8)  -7.575(2) 0.0837 1 
C −5.66(2) 0.0922 1  -5.65(3) 0.0922 1 
Si −5.026(5) 0.0837 0.93(2)  -5.086(4) 0.0837 1.0004 
C −3.08(2) 0.0922 1  -3.09(6) 0.0922 1 
Si −2.49(1) 0.0837 0.85(3)  -2.56(1) 0.20(2) 1.0097 
C −0.56(7) 0.0922 1(1)a  -0.60(9) 0.0922 1 
Si 0.02(2) 0.11(13)a 0.75(4)  -0.08(1) 0.22(8) 0.784(12) 

Graphene 
S1 (G0) 2.41(3) 0.224(25) 2.86(11)  2.3(2) 0.38(23) 2.571(68) 
S2 (G0) 1.99(5) 0.19(3) 0.86(44)a  2.1(5) 0.15(26) 0.784c 
G1 5.82(4) 0.154(22) 2.66(12)  5.55(2) 0.152(14) 3.147d 

G2 9.16(7) 0.07(27)a 0.98(18)  9.11(1) 0.07 1.149(28) 
G3 12.6(1) 0.12(71)a 0.32(3)  12.42(3) 0.06 0.529(15) 
G4 - - -  15.79(7) 0.06 0.115(14) 

Water 
H2O 5.29(34) 0.43(37) 0.66b     
dw = 2.42(1.46)a 𝑢𝑢� = 1(1)a      

aLarge uncertainties indicate a general insensitivity to these structures and magnify uncertainties 
for other parameters in cases where they covary. As such, these parameters were fixed in the final 
iterations of the least-squares optimization. bCalculated from dw according to Eq. 4.2. cUsed 
modified model that enforces equality with Si surface coverage. dFixed at bulk value after several 
fitting iterations in which the coverage of this layer exceeded 1 ML (Θ𝑀𝑀𝑀𝑀 = 3.147 C/SiC). 
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Table 5.2. XR best-fit results for the 4H-SiC(0001)/EG/water interface with uncertainties on the 
last significant figures in parentheses. Values without uncertainties were fixed during analysis. 

 In DIW  In Air 

Layer z (Å) u (Å) 𝚯𝚯 
(AUC-1)  z (Å) u (Å) 𝚯𝚯 

(AUC-1) 
4H-SiC(0001) 

C -8.19(2)         0.0871              1  -8.16(1) 0.0922 1 
Si −7.569(3) 0.0791 1  -7.564(3) 0.0837 1 
C −5.70(3) 0.0871 1  -5.61(2) 0.0922 1 
Si −5.063(9) 0.0791 1  -5.047(5) 0.097(5) 1 
C −3.12(4) 0.0871 1  -3.05(2) 0.0922 1 
Si −2.525(9) 0.0791 1  -2.539(6) 0.139(12) 1 
C −0.44(6) 0.0871 1  -0.53(4) 0.0922 1 
Si 0.01(2) 0.10(5) 0.84(7)  -0.046(7) 0.148(12) 0.86(3) 

Graphene 
S1 (G0) 2.3(2) 0.37(13) 3.04(15)  2.27(3) 0.44(4) 2.63(5) 
S2 (G0) 2.4(4) 0.19 0.84a  2.27(4) 0.19 0.86a 

G1 5.8(1) 0.24(3) 3.14(17)  5.64(2) 0.234(8) 3.14b 

G2 9.1(1) 0.15 1.06(14)  9.04(2) 0.15 1.07(7) 
G3 12.3(1) 0.07 0.27(13)  12.23(6) 0.07 0.25(8) 
G4 15.7 0.07 0.07(6)  15.73(9) 0.07 0.11(5) 

Water 
H2O 5.45(21) 0.93(44) 0.9(1)c     
dw = 3.5(5) 𝑢𝑢� = 1      

aUsed modified model that enforces equality with Si surface coverage. bFixed at bulk value (1 ML 
graphene) after several fitting iterations in which the coverage of this layer exceeded 1 ML. 
cCalculated from dw according to Eq. 4.2. 

 

 

G0 Buffer Layer 

The best-fit structures resulting from analysis of the XR data measured in DIW and in air 

for both samples were generally equivalent but with several differences that highlight the 

sensitivities and challenges of XR data analysis. For the EG sample grown on 6H-SiC, we 

identified a G0 buffer layer with a mean height of 2.31 ± 0.02 Å above the SiC surface and FWHM 

of approximately 0.72 Å when measured in DIW and a mean height of 2.36 ± 0.18 Å with FWHM 
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~0.82 Å in air. The best fit for the EG/4H-SiC sample was similar with a mean G0 height of 2.29 

± 0.19 Å and FWHM ~0.80 Å in DIW and a height of 2.32 ± 0.03 Å with FWHM ~0.93 Å in air. 

These results are consistent with previous experimental [331, 332] and FPMD reports [303]. 

Others have reported G0 heights of ~2.5 Å [334, 336].  

The spacing between the two G0 subpeaks S1 and S2 was found to be 0.42 ± 0.05 Å for 

the DIW/EG/6H-SiC XR measurement and 0.19 ± 0.56 Å for the air/EG/6H-SiC data, both of 

which are consistent with the separation distance reported by Emery et al. (0.35 Å) [331]. Although 

these vertical S1-S2 distances are below the resolution of the XR measurement (recall, r = 𝜋𝜋/Qmax 

~ 0.64 Å in this case), we were unable to obtain a good fit to the data using a single G0 peak, 

suggesting that the XR measurement may be sensitive to the asymmetry of this layer. The spacing 

between S1 and S2 was conserved throughout the fitting iterations as both layers moved together 

with respect to the SiC surface (and the parameters covary significantly), lending support for the 

shape of the buffer layer. Moreover, the distance from S2 to the topmost Si layer of the substrate 

was found to be 1.97 ± 0.05 Å for the DIW/EG/6H-SiC case and 2.21 ± 0.53 Å for the air/EG/6H-

SiC case, in agreement with earlier reports [331, 334] and close to the vertical Si-C bond distance 

within the substrate (~1.8-1.9 Å; see Table 5.1). The latter observation further supports the 

structural model of the S2 C atoms being covalently bonded to the terminal Si of the substrate. 

The best fit to the DIW/EG/4H-SiC XR data (with a resolution of ~ 0.5 Å) had a vertical 

S1-S2 spacing of 0.13 ± 0.47 Å with the S2 peak converging to a height above the SiC surface 

greater than that of the S1 peak (~2.4 Å and ~2.27 Å, respectively). Meanwhile, the fit to the XR 

data measured in air yielded coincident S1 and S2 peaks. These results are inconsistent with sp3-

type bonding of the S2 C atoms. However, the S2 layer height was poorly constrained with an 
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uncertainty that would lead to a Si-S2 vertical distance of ~2 Å at the lower bound, consistent with 

sp3 bonding. Previous studies have suggested that the buffer layer structure on 4H-SiC(0001) is 

equivalent to that on 6H-SiC [332]. Therefore, we conclude that the results of this XR analysis are 

fully consistent with current understanding of the buffer layer structure for EG/SiC(0001).  

The best-fit structures reveal a G0 coverage equivalent to 1.18 ± 0.03 ML and 1.23 ± 0.05 

ML of graphene for the DIW/EG/6H- and DIW/EG/4H-SiC samples measured in DIW, 

respectively, and a coverage of 1.07 ± 0.02 ML and 1.11 ± 0.02 ML for the air/EG/6H- and 

air/EG/4H-SiC data, respectively. These results differ from previous reports that identified a layer 

with graphene-like density (i.e., ~1 ML) [67, 305, 331]. Attempts were made to constrain the G0 

density to that of a single graphene layer, but such a density was always found to be inconsistent 

with the data. The excess carbon density we identified in the G0 layer may account for a surface 

oxide species [331, 337-340] not included in our model. Emery et al. identified via XPS the 

presence of SiOx in several EG/SiC samples, which they were unable to accurately model in the 

XR data analysis. They estimated the oxygen coverage to vary from 2 O/nm2 in an Ar-grown 

sample to 6 O/nm2 in a UHV-grown sample. The excess carbon density of the G0 layer in our Ar-

grown samples can instead be attributed to an oxygen content ranging from ~2 O/nm2
 to ~7 O/nm2. 

The G0 coverages found for the best fits in DIW were larger than those found in air, but it is unclear 

if this results from the adsorption of water in the G0 layer or a covariance of the G0 coverage 

parameter with parameters describing the water layer (modeled as an O layer due to the relative 

insensitivity of X-rays to hydrogen), especially in the case where surface oxide species may be 

present. 
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SiC Surface 

We identify a partially depleted SiC surface, consistent with the thermal desorption of Si 

during graphene growth. The model chosen for analysis of the DIW/EG/6H-SiC XR data was 

different from that chosen in the other three cases discussed here and included independent S2 and 

surface Si layer coverages. Based on the results of the DIW/EG/6H-SiC analysis, the model was 

revised for all subsequent EG/SiC XR analyses to enforce equality between the terminal Si layer 

coverage and that of the S2 layer (i.e., a single parameter was used to describe the coverage of 

both layers). The best fit to the DIW/EG/6H-SiC data resulted in Si depletion down to the fourth 

surface layer of the SiC while the C layers within SiC were not depleted. The coverage of the 

topmost Si layer was consistent with the coverage of the S2 layer of G0, though we report a large 

uncertainty on the S2 coverage; see Table 5.1. Therefore, we fixed the S2 coverage parameter after 

several fitting iterations where it was converging to values consistent with the amount of surface 

Si depletion. That is, the coverages of the two layers indicate a one-to-one bonding between 

dangling Si atoms and sp3-hybridized carbons, consistent with the proposed EG growth mechanism 

and previous reports [294, 295, 331, 341].  

For the air/EG/6H-SiC measurement and both measurements of the sample with the 4H-

SiC substrate (i.e., with the revised model using a single parameter to describe the terminal Si and 

S2 coverages), the SiC surface was depleted only in the surface-most Si layer. The coverage of 

this layer was independent of the sample environment and was ~20% depleted in the 6H-SiC 

sample and ~15% depleted in the 4H-SiC sample. For both measurements carried out in DIW, the 

topmost Si layer was displaced away from the bulk and toward the G0 buffer layer, whereas in air 
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the topmost Si layer was displaced toward the bulk substrate. The latter results agree with those of 

Emery et al. wherein the XR data were measured with the samples in vacuum.  

 

Epitaxial Graphene 

We found a graphene film structure on the 6H-SiC sample consistent AFM images in 

Figure 5.5a,b. The best fit to the data measured in DIW revealed three free-standing graphene 

layers, G1 - G3, above the G0 buffer layer on the 6H-SiC sample with a total of 1.25 ± 0.07 ML of 

EG; the best fit to the data measured in air revealed four graphene layers G1 - G4 totaling of 1.57 

± 0.01 ML of EG with the G1 layer having complete coverage. The difference in graphene 

coverage between the DIW and air results (and the different Si surface depletion identified above) 

is likely due to these XR measurements being carried out on different spots on the sample and also 

points to an inhomogeneity in EG growth across the sample that may depend on the precise 

positioning of the substrate in the tube furnace. The graphene layer spacing was consistent across 

both XR analyses with a mean spacing of ~3.40 Å, in agreement with the known value [307]. For 

the best fit in DIW, G1 was located 3.50 ± 0.04 Å above G0 and for the best fit in air G1 was located 

at 3.3 ± 0.2 Å, which generally agree with previous reports that show a G0 – G1 distance of 3.5 Å 

[305, 331, 335].   

The best-fit graphene structures for the 4H-SiC measurements were similar to those on the 

6H-SiC substrate and are also generally consistent with the AFM images (Figure 5.5c-e). We 

identified four graphene layers G1 - G4 totaling ~1.4 ML EG and with a complete G1 layer. The 

mean layer spacing between free-standing graphene layers was also found to be ~3.3 Å, and G1 
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was found to be located at 3.5 ± 0.2 Å and 3.37 ± 0.04 Å above G0 for the best fits to the data 

measured in DIW and in air, respectively.  

 

Adsorbed Water 

The best-fit water structures from both data sets are similar and show a weakly modulated 

water profile with density peaks that correlate with the locations of the graphene layers (Figure 

5.6b). The intrinsic interfacial water structures on the EG/6H-SiC and EG/4H-SiC samples (Figure 

5.6c) show a first hydration layer height above the exposed graphene surfaces of 3.1 ± 0.3 Å, 

which is consistent with a slightly hydrophobic interface [38, 39]. Although the water distributions 

show different vertical distances between the first and second hydration layers between the two 

samples (Figure 5.6c), the uncertainty on the dw parameter was large in both cases (Tables 5.1 and 

5.2), and the results are equivalent within error. Similarly, the peak density of the first hydration 

layer was >2× the bulk water density in the case of the DIW/EG/6H-SiC analysis but only ~1.5× 

the bulk density for the DIW/EG/4H-SiC analysis. Since the hydration layer occupancy is defined 

by dw (Eq. 4.2), these peak densities are also poorly constrained.  

The classical MD simulation carried out with a partial graphene surface predicts a water 

distribution generally equivalent to that determined experimentally. Namely, the MD hydration 

structure is weakly modulated with peak positions that are approximately coincident with the 

graphene layers (Figure 5.7a). The simulation predicts approximately the same interfacial water 

height above each exposed graphene surface, z ≈3.3 Å (Figure 5.7b), in agreement with the 

experimental results. However, MD shows a broadening of the first hydration layer r.m.s. width 

for thicker graphene regions (i.e., uG3 where the total thickness of the graphene slab is ~10 Å is 
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larger than uG0; Figure 5.7b). This phenomenon is not observed in the experimental results because 

the model used in the XR data analysis assumes the same hydration layer structure above each 

exposed surface. The XR best-fit parameters show that the vibrational amplitude of the first 

hydration layer is not well-constrained by the XR data. It is possible that fitting different, 

overlapping intrinsic water profiles, such as those predicted by the MD, to a single model would 

lead to a best-fit structure with greater uncertainties on the r.m.s. widths, encompassing the range 

of vibrational amplitudes that are present. These complexities notwithstanding, the MD hydration 

layer widths agree with the XR result for the DIW/EG/6H-SiC measurement by the third layer 

Figure 5.7. Comparison of MD adsorbed water structure on an irregular graphene surface with 
XR best fit. (A) MD snapshot of irregular graphene surface (top) and resulting layered water 
profile (bottom, dotted lines) shows agreement with the experimental best-fit structure of water 
adsorption on the EG/6H-SiC sample (solid lines). (B) The water density profiles on each exposed 
surface G0-G3 are shown normalized to the bulk water density. MD simulations carried out by F. 
Jimenez Angeles. 
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(G2), supporting the experimentally-derived result. The peak widths of the intrinsic water structure 

determined for the DIW/EG/4H-SiC measurement appear broader than those determined for the 

6H-SiC sample (Figure 5.6c), but the structures are equivalent within the best-fit parameter 

uncertainties. 

The intrinsic water structure determined by MD (Figure 5.8a), i.e., from the simulation 

employing a perfect four-layer thick graphene slab, is the same as that observed above the G0 layer 

in the simulation with an irregular surface. This suggests that the width broadening discussed 

above may result from finite size effects of the simulation or edge effects from the partial graphene 

layers rather than changes in the graphene thickness. The intrinsic MD water distribution shows a 

peak oxygen density that is more than twice that of the bulk, in agreement with the XR best-fit 

structure for the EG/6H-SiC sample. The density oscillations decay rapidly with a small secondary 

hydration layer at z ≈ 0.6 nm and a nearly bulk-like third hydration layer at z ≈ 1 nm, also in 

agreement with the experimental result. The hydrogen atom distribution calculated via the MD 

simulation shows a layered proton distribution with a narrow first peak, which suggests a nonzero 

interfacial water polarization. Since the X-ray scattering from hydrogen atoms is relatively weak, 

the XR best-fit structure is defined according to the oxygen atom distribution only and cannot be 

used to determine the proton distribution directly. Nevertheless, the close agreement between the 

XR and MD oxygen distribution lends support to the MD prediction.  

The location of the hydrogen density peak at the first hydration layer coincides with the 

oxygen density peak but is broader, indicating that a fraction of the water dipole moments are 

oriented perpendicularly away from the graphene surface. This is partially driven by transient 

hydrogen bonds between water molecules of the first and second hydration layers (see inset in 
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Figure 5.8a) and the inability of water molecules to form hydrogen bonds with the graphene 

surface. The distribution function of the water dipole orientation with respect to the graphene 

surface normal, P(cosΩ) (Figure 5.8b) reveals a first hydration layer in the region h1 (z < 5 Å 

Figure 5.8. Polarization of water at the graphene surface calculated from MD. (A) Similar 
intrinsic water density profiles are observed in the experimental best-fit (EG/6H-SiC sample; red 
solid line) and via MD simulations (dashed lines; O, red; H, blue; C, gray); the inset shows an 
MD snapshot of the water-graphene interface along the surface normal direction with unitary 
vector e⊥; light blue arrows represent the water dipole moment, and dashed blue lines represent 
temporary hydrogen bonds. (B) The water orientation probability distribution function P(cos Ω) 
is shown within three water regions with distinct heights above the graphene surface: h1 ≡ 0 ≤ z 
< 5 Å, h2 ≡ 5 Å ≤ z < 10 Å, and h3 ≡ 10 Å ≤ z < 15 Å; the angle between the water dipole moment 
μ and the graphene surface normal is given by Ω, μ0 ≡ |μ| = 0.489 e Å is the dipole moment of the 
SPC/E water model, and e is the positive elementary charge; from left to right, insets show 
representative configurations of water for cosΩ = −1, 0, and > 0, respectively. (C-E) Histograms 
of the instantaneous water polarization components H(pi) (i = x, y, z) show broad distributions for 
px and py centered at zero in the three water regions h1-h3; pz is persistently narrower than in the x 
and y directions with a preferential polarization in the +z-direction within 5 Å of the 
graphene/water interface. MD results provided by F. Jimenez Angeles. 
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from the graphene surface) with the majority of water dipole moments oriented parallel to the 

graphene plane (cosΩ = 0). However, an asymmetry in the distribution exhibits a slight preference 

for the water dipole moment to orient away from the graphene surface, in agreement with the water 

orientation inferred from the hydrogen atomic density distribution. In the region h2 (5 Å ≤ z < 10 

Å), the preferential orientation of water molecules is diminished, and in the region h3 (10 Å ≤ z < 

15 Å) and beyond, all water dipole moment orientations are equally probable.  

The MD simulations also reveal a nonzero, persistent water polarization in the z-direction 

within the interfacial region (Figures 5.8c-e). Histograms of the instantaneous water polarization 

H(px,y,z) show narrow pz distributions (indicative of a dipole fluctuation suppression identified 

previously [44]) with an average polarization Pz ≡ 〈pz〉 ≈ 0.03 e/nm2 in the h1 region (Figure 5.8c), 

Pz ≈ −0.004 e/nm2 in the h2 region (Figure 5.8d), and Pz = 0 in the h3 region (Figure 5.8e). The 

water polarization distributions in px and py are universally broader than pz, indicating no 

suppression of dipole fluctuations parallel to the graphene plane, and Px and Py are always equal 

to zero. These results reveal a confinement-induced, intrinsic polarization of water molecules 

along the graphene surface normal direction, which in turn leads to an anisotropic dielectric 

permittivity with a significantly reduced out-of-plane component compared to the bulk [136]. In 

addition to the change in dielectric response, which has been identified previously [41, 44, 46], the 

MD simulations show that this polarization leads to a resistance to reorient and displace interfacial 

water molecules in the presence of ions with an energetic cost that differs for anions and cations. 

Consequently, there is a directional dependence on the interaction between an anion and cation 

near the surface (see Ref. [130] for more details). This contrasts with the classical expectations 

from Coulomb’s law wherein the interactions between the anion and cation should depend only on 
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the properties of the dielectric medium. These properties are fundamental to understanding ion-

specific effects and ion adsorption at interfaces. 

 

5.3.4: Discussion 

The analysis of XR data measured in different environments (air versus water) and for 

samples grown on the Si-face of two different SiC substrates (6H versus 4H) revealed consistent 

EG/SiC interfacial structures across all measurements. These included partial depletion of the 

terminal Si layer of the substrate, a buffer layer that can be described by two C-rich layers with 

different hybridizations (sp2 and sp3), and several partial layers of two-dimensional graphene. The 

layered interfacial water structures were also similar for both samples with an identical height of 

the first hydration layer above the adsorbing graphene surfaces, which was also in agreement with 

the adsorbed water height predicted by MD simulations.  

One pattern that emerges from the side-by-side comparison of measurements carried out 

in air versus in water is that the introduction of water has a small but apparently significant effect 

on the surface relaxation of the SiC interface. Specifically, the terminal Si layer is shown to relax 

inward toward the bulk substrate in air but expand away from the bulk substrate in the presence of 

water. This change in relaxation leads to a slightly reduced G0-Si distance in water compared to 

the distance in air. In addition, the results suggest that the G0 layer r.m.s. width decreases in the 

presence of water compared to the r.m.s. width in air, though again, the uncertainty on the layer 

widths was large. This behavior has not explicitly been identified before as previous reports 

considered the EG/SiC [312, 331, 332] and the DIW/EG/SiC interfaces [67] in isolation. The 

observation of changes to the Si interface and G0 buffer layer in the presence of water may reflect 

the unique band structure of this interface due to strong interactions between G0 and the substrate 



174 
 
that leads to an n-type doping [302, 303, 342-344]. The presence of any surface oxide species SiOx 

could also contribute to electrostatic interactions with water. Finally, these results may suggest 

that EG grown on SiC exhibits a certain degree of wetting transparency, a phenomenon that is still 

debated [345-348] and has been studied primarily in cases with weak graphene-substrate 

interactions. Wetting transparency is crucial if graphene is to be used as a coating material without 

disrupting the properties of the underlying substrate. It is unclear if the G0 layer with its sp2 and 

sp3 character would display similar wetting transparency properties as 2D graphene. Of course, the 

XR analysis relies on the selection of a suitable model a priori, so it is possible that choices made 

in setting up the model could contribute to the observed behavior. Nevertheless, the high accuracy 

of the best-fit structures (based on 𝜒𝜒2~1-3 where a perfect fit to the data within its experimental 

uncertainties would result in 𝜒𝜒2 = 1) and agreement with the MD prediction of the water structure, 

supports the choice of model. The effects of water on the SiC substrate and G0 should be 

investigated further. 

 

Comparison with Previous DIW/EG/SiC Results 

XR measurements by Zhou et al. [67] identified a similar water height on free-standing 

graphene (3.2 Å) but found a significantly reduced interfacial water height of 2.3 Å on the G0 

buffer layer, which suggested that G0 exhibits a hydrophilic character. Our best-fit structure for 

the EG/6H-SiC sample revealed a partially exposed G0 surface (0.85 ML coverage of G1), and yet 

the XR data were well-described using a single model for water adsorption on all exposed C 

surfaces including G0. It is possible that our data could also be described accurately with an 

additional water layer adsorbed closer to G0, but such a layer was not necessary and would further 
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complicate an already complex model. With this in mind, we explore possible explanations for 

real differences in G0 properties across samples.  

Zhou et al. reported water contact angle (WCA) measurements that imply a more 

hydrophilic G0 and which are equivalent to the WCA on bare SiC [345]. The WCA measurements 

showed a linearly increasing trend with graphene layer thickness (larger WCA indicates greater 

hydrophobicity), which would also be consistent with wetting transparency of graphene on SiC. 

However, our experimental evidence of wetting transparency appears uncorrelated with the 

adsorbed water height. Zhou et al. reported best-fit occupancies of ~90% G0 coverage on two of 

their samples, whereas our best-fit structures showed complete G0 coverage (with excess density 

that may be attributable to SiOx species [331]). Incomplete G0 coverage could indicate a partially 

exposed SiC surface (i.e., incomplete graphitization of the substrate during growth) [318] or a 

reconstructed G0 layer [319] that promotes stronger water adsorption. Zhou et al. also reported 

MD and FPMD simulations of defect-free surfaces that predict water heights above G0 consistent 

with that observed above free-standing graphene, and in agreement with our results. The FPMD 

simulations included effects of the SiC substrate and the corrugation of the buffer layer (which are 

not included in MD simulations) but found only a ~0.2 Å decrease in the adsorbed water height 

above G0 compared to free-standing graphene. Only upon inclusion of vacancies in the G0 layer 

consistent with the coverage found experimentally and -OH defects were they able to simulate a 

G0-water height of 2.33 Å. We conclude that while we can reasonably expect water to adsorb more 

closely to the buffer layer than to the subsequent graphene layers as a result of the SiC substrate 

and corrugated surface, we expect the effect to be minor in the absence of substantial defects.  
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UHV-grown EG/SiC samples such as those examined in Ref. [67] are known to possess a 

greater amount of defects than graphene grown in a furnace in an Ar atmosphere [311]. However, 

based on the results of Emery et al. wherein UHV-grown and Ar-grown EG/SiC were found to 

have equivalent interface structures [331], we would not expect the EG growth methodology to 

substantially contribute to the differences observed between our and Zhou's G0-water distance. 

The quality of the sample depends on the vacuum level and any pre-treatments of the SiC to 

remove oxides [337, 338, 340, 349]. No pre-treatments were reported by Zhou et al. They also 

reported Raman data with significant D and D+D' peaks, which result from edge and other defect 

states [321, 345, 350-352]. In fact, it has been shown that the introduction of such defect peaks 

upon oxygen plasma etching of EG/SiC is associated with a decrease in WCA [345]. Although 

Raman measurements are not presented for the samples studied in this work, the insights gained 

from Ref. [67] suggest that our samples were likely relatively defect-free, in which case the water 

structures above the buffer layer and subsequent graphene layers are very similar and can be 

described well by a single water model given certain resolution limits of the XR measurement.  

 

Insights from MD Simulations 

The main insight gained from MD relevant for this thesis is the intrinsic and directional 

polarization of water within 5 Å of the graphene surface. Ion-specific effects at interfaces are 

typically attributed to properties of the ion (e.g., the radii, valence, and internal polarizability) 

[353], but the solvent properties are often neglected. Indeed, the theories of the electrical double 

layer (EDL) formation described in Chapter 2 ignore solvent effects (outside of assuming the 

dielectric permittivity is that of the bulk medium). While a reduction in dielectric response 

perpendicular to the graphene surface was previously identified [44, 46], our MD results also show 
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that the polarization of water molecules and the inhibition of their rotational motion adjacent to 

the graphene surface alters electrostatic interactions between ions in a way that cannot be explained 

simply by the reduced dielectric constant. This phenomenon may affect the structure of the EDL 

at the graphene surface, which I explore next. 

 

 

5.4: RbCl Double Layer on Graphene 

5.4.1: Electrochemical Characterization 

The potential-controlled EDL structure was measured on a different EG/6H-SiC sample. 

The AFM of this sample (Figure 5.9a) shows graphene terraces with an average width of ~1.2 μm 

and with some partially exposed graphene layers, similar to the previous EG/6H-SiC sample 

(Figure 5.5a,b). The average surface roughness was calculated to be zero. The resistivity was 

calculated from the inverse slope of the I(V) curve in Figure 5.9b times the appropriate prefactors 

from Eq. 5.2 and was found to be 3.2 μΩ m. The inset in Figure 5.9b shows the placement of the 

colinear four-point probe tips during measurement. The geometric correction factor for a 

rectangular sample depends on the ratio of the small dimension of the sample (3 mm) to the tip 

spacing, p = 0.04 in (~1.02 mm) in this case, and gives 𝜉𝜉 ≈ 0.6 [330]. The film thickness is non-

uniform across the sample surface due to the partial coverage of EG layers. However, a mean 

thickness can be estimated from the results of the non-resonant XR data analysis (see Section 5.4.2 

and Table B1 in Appendix B.2 for best-fit parameters) using the total graphene layer coverage and 

graphene d-spacing plus the height of the free-standing graphene above the G0 buffer layer. This 

yields a rough estimate of the 
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Figure 5.9. Electrochemical characterization of EG/6H-SiC. (A) An AFM image of a 10𝜇𝜇m × 
10𝜇𝜇m section of the sample shows 1 𝜇𝜇m wide smooth terraces with some partial graphene layers 
visible. (B) Resistivity measurement by four point probe; inset: schematic of four point probe tip 
placement on electrode for measurement (tip spacing p). (C) Scans 1 and 15 of a cyclic 
voltammogram (CV) in DIW are essentially identical, showing sample stability over repeated 
cycling. (D) CVs performed in 50 mM RbCl and 100 mM RbCl show increased capacitance 
compared to the CV carried out in DIW. (E) CVs at different scan rates 𝑠𝑠 in 100 mM RbCl. (F) 
The capacitance estimated from the minimum voltages from (E) as a function of scan rate is C ~ 
4.5 𝜇𝜇F/cm2.  
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layer thickness as ~8 Å. Thus, the film conductivity is ≈312.5 kS/m, in line with previous reports 

of graphene conductivity [354].  

 The sample was loaded in the transmission electrochemical cell with DIW, and several 

CVs with increasing voltage limits were performed at a voltage scan rate of s = 0.1 V/s. The 

maximum voltage window that maintains capacitive behavior (i.e., Faradaic charge transfer events 

were not observed) was approximately 0.35 V ranging from -0.25 V to +0.1V with respect to the 

Pt wire reference electrode (Figure 5.9c). The CVs also showed that the sample is stable over this 

voltage range, with fully reversible charging from the first to last scans. The open circuit potential 

(OCP) measured for this sample in DIW was -0.063 V. The DIW was then drained from the cell 

and replaced with a 50 mM RbCl solution, which was allowed to equilibrate. The solution was 

exchanged once more before further CV measurements were carried out in case residual DIW 

diluted the electrolyte. The OCP in 50 mM RbCl was measured twice, back-to-back without any 

intermediate steps, as 0.005 V and -0.012 V, which suggests the level of precision of the 

measurement. A CV scan was then carried out in 50 mM RbCl before the solution was exchanged 

with 100 mM RbCl. The OCP was not measured in 100 mM RbCl but is not expected to differ 

significantly from that in 50 mM RbCl given the similarity in the CV curves (Figure 5.9d) and the 

fluctuation in OCP measured for other similar samples in 0.1 M RbCl (up to 40 mV differences 

between repeated OCP measurements).  

 The CVs performed in 50 mM RbCl and 100 mM RbCl show an increase in capacitive 

current compared to the measurement in DIW (Figure 5.9d). This is indicative of the increased 

capacitance expected when ions are present. The cathodic sweep (i.e., scanning the voltage in the 

negative direction) of the 100 mM RbCl shows a minor reduction in the current response compared 
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to the case in 50 mM RbCl, which indicates a reduced capacitance with a higher ion concentration 

and may reflect either ionic correlations or crowding effects. The integrated capacitances (Eq. 

3.24) from the CVs shown in Figure 5.9d yield C0 = 3.0 μF/cm2, C50 = 3.9 μF/cm2, and C100 = 3.6 

μF/cm2 where the subscript number indicates the concentration of RbCl in units of mM. 

 A series of CVs were performed in 100 mM RbCl with s ranging from 0.01 V/s to 1 V/s 

(Figure 5.9e) to obtain an estimate of the capacitance in a regime more comparable to the steady 

state condition employed for the RAXR measurements of the EDL structure. The magnitude of 

the cathodic current at the most negative voltage (i.e., |𝑗𝑗(-0.25 V)|) plotted with respect to the scan 

rate gave an estimate of the capacitance according to Eq. 3.23c of C = 4.5 μF/cm2. The integrated 

capacitance from the CVs in Figure 5.9e according to Eq. 3.24 yields a similar capacitance estimate 

at the slowest scan rate, C(𝑠𝑠 = 0.01 V/s) = 4.7 μF/cm2. 

A capacitance of 4.5 μF/cm2 is similar to values previously measured [323] and simulated 

by FPMD [325, 355] for graphene electrodes in aqueous solution. However, this is significantly 

smaller than the capacitance expected from PB theory and indicates that the graphene quantum 

capacitance dominates, as expected. The surface charge density from PB theory is expected to 

follow the Grahame equation (Eq. 2.10), which gives ~240 μC/cm2 in the double layer for a 100 

mM RbCl solution at an applied voltage of -0.25 V and corresponds to a capacitance of ~955 

μF/cm2. This is approximately 200 times the value obtained from the CV measurements (Figure 

5.10). From Eq. 5.1, and neglecting for now the possibility of a Stern layer, we estimate the 

graphene quantum capacitance to be ~4.52 μF/cm2.  

In the small voltage limit of GC theory (i.e., |𝑉𝑉| = 𝑘𝑘𝐵𝐵𝑇𝑇), the measured capacitance of 4.5 

μF/cm2 yields a stored charge of -0.12 μC/cm2, equivalent to 0.38×10-3 e- per graphene unit cell, 
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which is significantly smaller than the intrinsic surface charge on mica (-34 μC/cm2). At this 

surface charge, the adsorption strength is expected to be much smaller than that on mica. However, 

the higher ion concentration of 100 mM RbCl should promote a higher charge density near the 

surface compared to what would be observed for a 3 mM RbCl solution with the same electrode 

Figure 5.10. Surface charge and capacitance from Poisson-Boltzmann theory and that measured 
from cyclic voltammetry. (A) The surface charge versus voltage expected for a 0.1 M RbCl 
solution is calculated using the Grahame equation (−) and compared to the limiting case of Gouy-
Chapman theory (−.); the GC theory strictly applies only for 𝑉𝑉 < 𝑘𝑘𝐵𝐵𝑇𝑇 (vertical dotted line) but 
is extended to more negative voltages for comparison; both are significantly larger than the 
surface charge for C = 4.5 𝜇𝜇F/cm2 with an applied voltage of -0.25 V (purple circle). (B) The 
capacitance from the Grahame surface charge is calculated from 𝐶𝐶 = 𝜎𝜎/𝑉𝑉 and is ~200 times larger 
than the measured average capacitance from the CV for an applied potential of -0.25 V. The CV 
data are plotted at the limit of the CV voltage window, -0.25 V. 
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charge. Specifically, the Debye length decreases with increasing concentration (Λ3 = 56 Å, and 

Λ100 = 9.7 Å where the subscript again indicates the mM concentration; Eq. 2.14). This would 

result in an increase in the double layer contribution to the total structure factor in the XR 

measurements compared to a weakly adsorbed double layer in a 3 mM RbCl solution. 

We can also consider how the adsorption is expected to change at voltages outside the GC 

limit (|𝑉𝑉| > 𝑘𝑘𝐵𝐵𝑇𝑇). At the edge of the capacitive region in Figure 5.9 (i.e., at -0.25 V), the measured 

capacitance yields a stored charge of -1.13 μC/cm2. This is still small, and we expect the ion 

adsorption behavior to fall into a weak coupling regime within the counterion condensation theory 

of Lau et al. [74]. The corresponding order parameter (Eq. 2.17a) and reduced temperature (Eq. 

2.17b) for 100 mM RbCl in water at room temperature are 𝑔𝑔~0.7 and 𝜃𝜃~0.2, respectively. These 

values indicate that correlation fluctuations will play a small role in the double layer formation 

with the ions undergoing a smooth transition from the uncondensed to condensed phases. This 

theory predicts that ~15% of the ions in the double layer would condense at the surface (Figure 

2.4a). From Eq. 2.17c, this yields a Stern layer density of ~8.7×10-4 Rb+ per substrate unit cell 

area (ASiC = 8.22 Å2). However, when we consider the presence of co-ions [158], Lau’s theory 

predicts that the double layer will agree with the GC prediction (i.e., a diffuse ion cloud), and no 

Stern layer should form (Figure 2.4b). (Lau et al. define the Debye length in terms of the surface 

charge rather than the ion concentration [74]. As such, the expected surface charge from our 

capacitance would still fall within the GC domain).  

If we consider the dielectric decrement in in the interfacial region, i.e., 𝜖𝜖⊥ = 2 within 1 nm 

of the graphene surface [46], the Lau model including co-ions suggests a modified GC-like double 

layer resulting in an effective electrode charge lower than the nominal charge (the DH* region of 



183 
 
the phase diagram in Figure 2.4b) [158]. However, we still would not expect charge inversion to 

occur. Based on this analysis, we do not expect to see a significant amount of counterion 

condensation at the charged graphene surface within the capacitive region. The estimate of ~15% 

counterion condensation can be taken as an upper limit.  

 

5.4.2: Non-Resonant Specular XR Results 

Non-resonant XR data (E = 14 keV) were measured with the EG/SiC sample in DIW and 

in 100 mM RbCl (Figure 5.11a). As expected, we identify no clear difference between the two 

CTRs over the Q-range measured due to the weak contribution to the structure factor from the 

relatively dilute RbCl concentration, even when enhanced locally at the interface. The resulting 

best-fit structures for both data sets are also generally equivalent. In DIW (Figure 5.11a top panel), 

we found four partial graphene layers (G1-G4) above the G0 buffer layer (𝜃𝜃𝐺𝐺0 = 1.26±0.02 ML, 

𝑧𝑧𝐺𝐺0 = 2.23±0.07 Å above the terminal SiC layer with the S2 sublayer located at ~2.11 Å above 

the Si, and G0 FWHM~0.7 Å). The G1 layer was located at 3.4±0.1 Å above the mean G0 position, 

the total graphene coverage was 1.5±0.1 ML with a mean d-spacing of 3.33±0.38 Å, and the first 

adsorbed water layer was found to be located at 3.4±0.2 Å above the exposed graphene surfaces. 

The best fit to the data measured in 100 mM RbCl (Figure 5.11b bottom panel) revealed five partial 

graphene layers (G1-G5) above G0 (Θ𝐺𝐺0 = 1.24 ML, 𝑧𝑧𝐺𝐺0 = 2.28±0.02 Å above the terminal SiC 

layer with the S2 sublayer located at 1.93±0.01 Å above the Si, and G0 FWHM~0.7 Å).  G1 was 

located at 3.49±0.04 Å above the mean G0 position, the total graphene coverage was 1.6±0.3 ML 

with mean d-spacing 3.36±0.02 Å, and the first adsorbed water layer was found to be located at 
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3.5±0.2 Å above each exposed graphene surface. Both fits revealed complete coverage of the G1 

layer. The best-fit parameters for both data sets are given in Table B1 in Appendix B.2.  

  

5.4.3: RAXR Measurement Setup 

Cyclic Voltammetry at the Beamline 

The CV measurements performed at the beamline are shown in Figure 5.12. An initial CV 

(CV0) was performed before the sample was exposed to X-rays to ensure that the capacitive 

behavior of the sample was maintained during transport to the APS. We found that the fastest scan 

rate possible when controlling the potentiostat via the beamline software, SPEC (via step-wise 

Figure 5.11. X-ray reflectivity data and best-fit structure for EG/6H-SiC in DIW and in 0.1 M 
RbCl measured at OCP. (A) The CTR data do not show obvious differences between the 
measurement in DIW (purple) versus that in 0.1 M RbCl (green). The best fit in DIW had 𝜒𝜒2 = 
2.3 with 3% minimum error bars; the best fit in 0.1 M RbCl had 𝜒𝜒2 = 1.1 with 2% minimum error 
bars. (B) The best-fit electron density in DIW (purple outline, top) was found to have 4 partial 
graphene layers while the best fit in 0.1 M RbCl (green outline, bottom) was found to have 5 
partial layers (see Table B.1 for best-fit parameters). 

A 
 

B 
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voltage changes of 0.1 V) was ~0.038 V/s because communication from the software is a rate 

limiting step. At this voltage scan rate, we expect the current response to be similar to that 

measured at 0.01 V/s (Figure 5.9e). Indeed, we find that the CV measured at the beamline is similar 

but with an increased slope, indicative of a parallel resistance (Figure 3.7b), which may be due to 

the software control. Overall, the device operated as expected in the initial CV. However, a CV 

carried out immediately after the specular CTR measurement was completed showed a positive 

current offset, Δ𝑗𝑗(CTR), compared to CV0 (Figure 5.12a). This suggests that there was a build-up 

of positive charge on the electrode due to the X-ray exposure, which is likely due to 

photoabsorption by the semi-insulating SiC substrate. Upon repeated voltage cycling, we observed 

that the current slowly decreased and eventually recovered the general shape and magnitude of 

CV0. Notably, the anodic current (at positive voltage) of the recovered CV (CVR) was lower than 

that of CV0, indicating an irreversible change in the system. 

 

Figure 5.12. CVs at beamline with CH potentiostat controlled by SPEC. CV0 is the reference 
CV carried out before XR measurements were carried out. Immediately after the first CTR was 
measured, the CV exhibited an increased current offset by 𝛥𝛥𝛥𝛥(𝐶𝐶𝐶𝐶𝐶𝐶), yielding the CV called 
“CVCTR+”. The current decreases with repeated CV cycles and time (j(t)). (B) after several CV 
cycles and ~1 hour, the current has generally recovered (CVR) to the reference CV0 but with an 
irreversible decrease in the maximum current density at oxidative potentials (+0.1 V) indicated 
by the down arrow. (C) Each CV carried out between RAXR scans is plotted with the first CV 
(CVR) and the final CV (CVF) highlighted in blue and purple, respectively, and show that the 
electrochemistry was stable throughout the RAXR measurements in which the X-ray flux on the 
sample was kept low.  
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Because the sample was found to be sensitive to X-ray exposure, the flux was kept low 

during RAXR scans. The current generated by the X-rays may perturb the double layer, leading to 

unreliable RAXR results when the goal is to measure the steady state structure. The filter 

transmission and exposure time at each scattering condition to be probed were determined 

manually before starting a suite of RAXR measurements. The required conditions were set such 

that the total detector counts did not exceed ~600 counts per second (cps) at the maximum energy 

of a RAXR scan (E0 + 0.3 keV). Several RAXR scans were performed for each momentum transfer 

and summed together as the first step of the data analysis in order to improve the signal-to-

background ratio. The number of repeat RAXR scans for each Q was set so that the total counts 

would sum to ~3000 cps at E0 + 0.3 keV. At small Q (i.e., just above the SiC critical angle, 0.04 

Å-1, where the reflected intensity is 10-2), the desired counts could be achieved with a filter 

transmission of ~10-6 and an exposure time of <0.3 s, where the transmission is given by  

𝐼𝐼
𝐼𝐼0

= 𝑒𝑒−𝜇𝜇(𝐸𝐸)𝑡𝑡; 5.5 

𝐼𝐼0 is the X-ray intensity measured by an ion chamber placed before the filters, 𝐼𝐼 is the X-ray 

intensity measured by a second ion chamber after the filters, 𝜇𝜇(𝐸𝐸) is the energy-dependent 

attenuation coefficient of the filters (a combination of Al and Ti at beamline 33-ID-D), and 𝑡𝑡 is the 

pathlength of X-rays through the filters. At Q > 0.2 Å-1 where the reflectivity decreased by ~3 

orders of magnitude, the filter maximum transmission was set to 6×10-4 with an exposure time of 

1s per image.  

A filter transmission greater than 10-3 was found to result in a finite current generated 

through several samples during RAXR measurements (Figure B2). The RAXR measurements are 

carried out at steady state conditions (i.e., fixed potential), so the measured current should be zero. 
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In addition, CV measurements were carried out between each energy scan to ensure the 

electrochemical properties of the cell were maintained (Figure 5.12c). The maximum Q reported 

later in this Chapter is ~0.32 Å-1 because above this value the CVs began to change. The limited 

flux on the sample results in low counting statistics at each point in the RAXR spectra. Even after 

summing together multiple images at each energy from multiple repeated RAXR scans, the 

statistics remain quite poor (as will be shown in Chapter 5.4.4) compared to RAXR measurements 

carried out in other systems (see Figure 5.1). Unfortunately, the need to avoid X-ray induced 

currents meant that a full suite of RAXR measurements took 10-14 hours depending on the number 

of spectra acquired at each Q, prohibiting the acquisition of additional data to improve the counting 

statistics further.  

 

Linear Attenuation Correction 

The attenuation of X-rays depends strongly on the geometry of the sample cell (Figure B1). 

In past RAXR studies of ion adsorption on mineral surfaces, measurements were carried out in a 

thin film cell (as used in Chapter 4 to measure the adsorbed water structure on Al2O3) [15, 144, 

180, 181]. In a thin film cell, the linear attenuation of X-rays is significant at grazing incidence 

and decreases with increasing scattering angle. In addition, the water thickness is not uniform 

because the Kapton film encapsulating the liquid film wraps around the sample edges (Figure 

5.13a). Consequently, the X-ray pathlength and attenuation correction through the fluid layer at 

small Q is not simply calculated using a fixed layer thickness. The transmission electrochemical 

cell used here has the benefit that the width of the water region is uniform during the measurement 

(Figure 5.13b), so the X-ray pathlength is well-defined by the scattering angle. The attenuation of 
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X-rays is effectively constant over the range of Q measured in a typical CTR measurement (and 

in the RAXR measurement presented here). For a ~5 mm thick cell thickness (i.e., water pathlength 

along the beam direction), the X-ray attenuation through the cell is ~40% (for E less than the Rb+ 

K-edge). While this facilitates the analysis of non-resonant XR data as described in Chapter 5.3.1, 

it adds a major complication to the measurement of weak resonance signals from adsorbed ion 

species. Specifically, linear attenuation through the bulk electrolyte contributes a significant 

Figure 5.13. Sample cell schematics (top) and corresponding energy-dependent X-ray 
transmission (bottom) through a 0.1 M RbCl aqueous solution near the Rb K-edge, E = 15.2 keV. 
(A)  thin film cell showing nearly complete transmission and a bulk resonance attenuation of 
<0.1% (calculated for a 10 𝜇𝜇m thick solution layer at normal incidence). (B) Transmission 
electrochemical cell showing <40% transmission through a 5 mm thick solution layer and ~35 
% resonance attenuation due to the bulk solution. 

A 

B 
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change in the reflectivity signal (via the attenuation coefficient 𝜇𝜇(𝐸𝐸) in Eq. 5.5; Figure 5.13b) that 

has the shape of inverse 𝑓𝑓′′ (see Chapter 3.2 for description of the anomalous dispersion 

corrections). For a 5 mm thick 0.1 M RbCl solution, there is a ~35% change in the linear 

attenuation as the X-ray energy is scanned through the Rb+ K-edge. The resonance contribution to 

the measured reflectivity arising solely from the adsorbed ions at the EG/SiC is not immediately 

obvious upon inspection because the contribution from the linear attenuation dominates the signal 

(Figure B3). Therefore, a linear attenuation correction must be applied carefully to the measured 

RAXR signals to extract the interfacial contribution. Fortunately, the same correction can be 

applied to all RAXR spectra (Qmax = 0.32 Å-1) presented in this Chapter. 

Several approaches were attempted to achieve an accurate linear attenuation correction. 

Each method is described in detail in Appendix B.1 (Figure B4). Ultimately, we determined the 

best approach is to measure the linear attenuation of X-rays through the electrochemical cell placed 

directly on the diffractometer (Figure 5.14a), after aligning the in-plane angle (i.e., 𝜙𝜙 to align the 

sample miscut reflection; Figure 5.14b) so that the pathlength of the X-rays through the sample is 

comparable to the pathlength during the diffraction measurement. The attenuation is measured 

with the incident X-ray beam oriented parallel to the sample surface (𝜂𝜂 = 0; see Figure 3.1a), and 

the sample cell is displaced down by 1 mm so that the X-rays pass directly through the bulk 

electrolyte (without touching the sample). The Pilatus area detector is rotated out of the beamline, 

and the change in intensity through the sample cell as a function of energy (Figure 5.14c) is 

measured between an ion chamber placed before the sample and a pin diode placed after the sample 

along the X-ray beam direction. The measured linear attenuation through the sample cell is then 

fit to obtain a smooth curve and subsequently is divided out of the measured RAXR spectra. 
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Because each sample has a different miscut and, thus, requires a different in-plane rotation to align 

the reflection on the detector, the linear attenuation measured through one sample is not directly 

transferable to another sample even if the electrolyte solution is the same—the X-ray pathlength 

A 

Figure 5.14. Linear attenuation correction for RAXR measurements. (A) The transmitted X-ray 
intensity through the electrochemical cell is detected by a pin diode (“Pin”) placed after the 
sample along the X-ray beam path and measured relative to an ion chamber (“IC2”) placed in 
front of the sample. The full X-ray beam is used (i.e., without any beamline filters). The sample 
cell is displaced down so that the X-rays pass through the bulk electrolyte (and avoid the 
interface), and the Pilatus X-ray area detector is rotated out of the beam path. (B) Top view 
showing the sample 𝜙𝜙 rotation (about the black dot at the center of the sample) and effective X-
ray pathlength through the sample cell, 𝑡𝑡 = 𝑤𝑤/ 𝑐𝑐𝑐𝑐𝑐𝑐 𝜙𝜙 where 𝑤𝑤 is the width of the solution at 
normal incidence; the light lines on the sample represent the miscut, and the gold edges are the 
Kapton windows. (C) The measured transmission through the electrochemical cell includes 
“blips” in the signal due to the pin diode. The fitted transmission signal (smooth blue line) was 
divided out of the measured RAXR spectra to correct the linear attenuation through the bulk-
electrolyte. 

C 

B 
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will vary. This measurement should be carried out each time a cell is mounted on the diffractometer 

to ensure the linear attenuation correction is performed properly. 

 

RAXR at Fixed Angle, Variable Q 

Beamline 33-ID-D uses a Newport six-circle diffractometer in a Kappa geometry (Newport 

Corporation, Irvine, CA, USA). The goniometers are controlled by servo motors, which are 

designed for high accuracy, high speed applications. Despite this, these motors still have a finite 

accuracy arising from use of an encoder to define the motor position, which can introduce error to 

XR measurements. The motors rotate the diffractometer angles as close to the desired angles as 

possible and maintain the position within a certain angle range through a constant current supply. 

If the desired diffractometer movement is beyond the resolution of the encoder, the final motor 

position and resulting scattering vector may not be the desired one. This is demonstrated in Figure 

5.15a, which shows two back-to-back detector images taken during a CTR scan. The reflection 

Figure 5.15. Rationale for RAXR measurement at fixed angle. (A) Detector images during CTR 
measurement showing a fluctuation in reflection peak position and effect on the scattering 
condition being probed (the relative change in Q’ is exaggerated for visual clarity). (B) The small 
resonance intensities (‘RES’, blue) relative to the non-resonant CTR (‘NR’, black circles) 
exemplify the importance of accuracy in Q during RAXR measurements.  

A B 
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peak position shifts slightly between the two scans, resulting in the scattering condition, Q’, rather 

than the desired Q (i.e., 𝛿𝛿 ≠ 2𝜂𝜂 in a specular geometry). In a CTR scan, such a small displacement 

from the expected Q does not significantly impact the interpretation of the measured data as long 

as most of the data points are at the expected Q (𝜒𝜒2 is inversely related to the number of points, so 

a small Q’ error at any one point does not contribute significantly to the overall goodness-of-fit; 

see Eq. 3.10). However, in a RAXR measurement with a very small resonance modulations (after 

linear attenuation corrections; Figure 5.15b), it is important to account for as many sources of 

uncertainty as possible. Small Q displacements can contribute significant error to the 

measurement, especially at low angles were the reflected intensity changes rapidly as one moves 

along the CTR.  

We modified the RAXR methodology to account for this “wobble” in the motor position. 

As described in Chapter 3.2, a traditional RAXR scan is carried out at fixed Q, which means that 

the diffractometer angles need to be adjusted in response to a change in energy at every energy 

step (Eq. 3.20). Here, we perform RAXR measurements at fixed diffractometer angle rather than 

fixed Q. This results in a change in Q over the course of a RAXR scan with energy range Δ𝐸𝐸 given 

by  

Δ𝑄𝑄
𝑄𝑄1

=
Δ𝐸𝐸
𝐸𝐸1

5.6 

where Q1 and E1 are the scattering condition and energy at the start of the RAXR energy.  The typical range 

for our RAXR measurements about the Rb K-edge (E0 = 15.2 keV) is from 15.5 keV < E < 14.9 keV, 

resulting in a 3.8% change in Q. Doing a RAXR measurement this way requires an adjustment to the model-

independent analysis (Eq. 3.21) as well. Instead of normalizing an entire RAXR spectrum by the non-
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resonant structure factor at a specific Q0 (i.e., |FNR(Q0)|), we need to normalize each point in a RAXR 

spectrum by the corresponding |FNR(Q(E))|. 

  

5.4.4: RAXR Results 

Model-Independent Analysis 

The RAXR measurements were carried out in 0.1 M RbCl with the EG/SiC electrode 

potential held at -0.1 V. The data were normalized by the linear attenuation correction shown in 

Figure 5.14c and then by the non-resonant structure factor defined by the best-fit structure to the 

CTR data measured in 0.1 M RbCl (Figure 5.11). The model-independent fit to the spectra (i.e., to 

determine the amplitude and phase of each spectrum according to Eq. 3.21) is shown in Figure 

5.16 for 0.045 < QE0 < 0.316 where QE0 is the scattering vector of each spectrum at the K-edge 

energy (E0 = 15.2 keV). The Rb+ electron density derived from this analysis is shown in Figure 

5.17 overlaid on the non-resonant best-fit electron density. It shows a broad ion distribution with 

a peak density of 0.03 e/Å3 located at z ~ 9.7 Å, which is approximately 0.5 Å above the first 

hydration layer adsorbed on the G1 graphene layer (z = 9.23 Å). The distribution is skewed in the 

+𝑧𝑧 direction, which qualitatively appears as an exponentially decaying profile with a DW factor. 

However, the resolution of the RAXR measurement is 9.9 Å (r = 𝜋𝜋/Qmax). Therefore, we cannot 

draw strong conclusions from the model-independent analysis alone. 
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Figure 5.16. Model-independent RAXR results for 0.1 M RbCl at -0.1 V potential bias on a 
EG/SiC electrode. E0 = 15.2 keV. The spectra are shown normalized to the non-resonant 
reflectivity |FNR|2 and are vertically offset for clarity. Horizontal dotted lines indicate the 
normalized intensity expected if there is no resonance signal. The Q at E0 is labeled for each 
spectrum.  
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Model-Dependent Analysis 

We used two models in the model-dependent analysis. The first is the diffuse ion profile 

from GC theory, and the second is a “capped” ion profile that has a maximum ion density near the 

interface (i.e., a cap on the packing density). The rationale behind the second model is that the 

measurement resolution is too small to resolve an individual Stern layer. The model-independent 

analysis suggests the ion distribution might be quite broad and can be approximated by a flat 

density region near the interface followed by a density decay.  

 

 

 

Figure 5.17. Model-independent Rb+ distribution at the EG/SiC interface. The total electron 
density profile (black), SiC interface (gray), EG (red), and water (blue) structures are the same as 
the best-fit distribution in Figure 5.11 for the CTR measured in 0.1 M RbCl. The Rb+ distribution 
derived from the RAXR spectra is broadly distributed with a peak density at z~9.7 Å and is 
resolution-limited. Left: zoomed out view showing the total water distribution; right: zoomed in 
view of Rb+ profile showing a skew toward +z indicative of a diffuse ion profile. 
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The structure factor for a diffuse ion profile from GC is given by  

ℱ𝑅𝑅 = � Θ(𝑧𝑧)𝑒𝑒𝑖𝑖𝑖𝑖𝑖𝑖𝑑𝑑𝑑𝑑
∞

𝑧𝑧0

= � Θ0𝑒𝑒−𝑧𝑧/Λ𝑒𝑒𝑖𝑖𝑖𝑖𝑖𝑖𝑑𝑑𝑑𝑑
∞

𝑧𝑧0

 

5.7 

where the lower limit of integration, 𝑧𝑧0, is the onset position of the ion distribution with respect to 

the reference surface (i.e., the electrode surface) where the ion profile begins (e.g., the radius of 

the bare ion at minimum), and the density is written in terms of the ion distribution, Θ(z), rather 

than the electron density distribution, 𝜌𝜌(𝑧𝑧), noting that the atomic FF 𝑓𝑓𝑗𝑗 of the resonant ion is 

separate from the spatial structure factor, ℱ𝑅𝑅 (see Eq. 3.17); Θ0 is the ion density at the start of the 

diffuse profile, assuming it follows the functional form of Eq. 2.13 as shown in Figure 5.18a. Eq. 

5.7 yields  

ℱ𝑅𝑅 =
Θ0Λ

1 − 𝑖𝑖𝑖𝑖Λ
𝑒𝑒(𝑖𝑖𝑖𝑖−1/Λ)z0 , 5.8 

and the total ion density is given by 

Θ𝑇𝑇 = � Θ0𝑒𝑒−z/Λ

∞

𝑧𝑧0

𝑑𝑑𝑑𝑑

= Θ0Λ𝑒𝑒−𝑧𝑧0/Λ.

5.9 

Θ𝑇𝑇 is equivalent to a double layer charge density of 𝜎𝜎𝐷𝐷𝐷𝐷 = Θ𝑇𝑇𝑒𝑒, where 𝑒𝑒 is the elementary charge, 

and must be equal to 𝜎𝜎𝐸𝐸𝐸𝐸 . For our electrochemical system with C ≈ 4.5 μF/cm2, the graphene 

charge density would be -1.5×10-3 e- per graphene unit cell (or equivalently 2.3×10-3 e- per SiC 

unit cell) at an applied potential of -0.1 V. Substituting Eq. 5.9 into Eq. 5.8 gives the structure 

factor in terms of the total ion density, 
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ℱ𝑅𝑅 =
Θ𝑇𝑇

1 − 𝑖𝑖𝑖𝑖Λ
𝑒𝑒𝑖𝑖𝑖𝑖𝑧𝑧0 . 5.10 

The amplitude and phase of the resonant ion structure factor calculated from Eqs. 3.18 and 3.19d, 

respectively, are 

𝐴𝐴𝑅𝑅(𝑄𝑄) =
Θ𝑇𝑇

�1 + (𝑄𝑄Λ)2
5.11 

and 

𝜙𝜙𝑅𝑅(𝑄𝑄) = atan �
𝑄𝑄𝑄𝑄 𝑐𝑐𝑐𝑐𝑐𝑐(𝑄𝑄𝑧𝑧0) + 𝑠𝑠𝑠𝑠𝑠𝑠(𝑄𝑄𝑧𝑧0)
𝑐𝑐𝑐𝑐𝑐𝑐(𝑄𝑄𝑧𝑧0) − 𝑄𝑄𝑄𝑄 𝑠𝑠𝑠𝑠𝑠𝑠(𝑄𝑄𝑧𝑧0)� . 5.12 

These are plotted in Figures 5.18b and 5.18c, respectively. From Eq. 5.11, we see that 𝐴𝐴𝑅𝑅(𝑄𝑄 = 0) 

yields the total ion coverage, which can be compared directly to the expected charge in the double 

Figure 5.18. Structure factor for the Gouy-Chapman (GC) model of the EDL. (A) Schematic of 
exponential diffuse ion profile adjacent to the electrode (top) and the associated ion density profile 
(bottom) highlighting parameters for the start of the diffuse profile above the electrode surface, 
𝑧𝑧0, the Debye length, 𝛬𝛬, and the total ion coverage, 𝛩𝛩 (bottom). (B) The amplitude associated 
with the GC EDL. (C) The phase of the GC EDL in units of 2𝜋𝜋 (𝜙𝜙𝑅𝑅 = 2𝜋𝜋𝑃𝑃𝑅𝑅). 

A B 

C 
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layer given by the Grahame equation (Eq. 2.10) and to the electrode surface charge, 𝜎𝜎𝐸𝐸𝐸𝐸 . In the 

limit of small Q, Eq. 5.12 reduces to  

𝜙𝜙𝑅𝑅(𝑄𝑄) ≈ 𝑄𝑄(Λ + 𝑧𝑧0) = 𝑄𝑄〈𝑧𝑧〉 5.13 

where 〈𝑧𝑧〉 is the average height of the ions above the electrode surface. Eq. 5.13 shows that the 

phase is linear at small Q with the average ion height given by the slope.  

Figure 5.18 shows the form of 𝐴𝐴𝑅𝑅(𝑄𝑄) and 𝜙𝜙𝑅𝑅(𝑄𝑄) for a GC diffuse profile adjacent to a 

simple electrode surface. However, the partial layer coverage of EG/SiC requires Eqs. 5.11 and 

5.12 to be modified to account for Gn (n = 0, 1, 2, …) graphene layers (Figure 5.19a), similar to 

the modification to the extended layered water model given in Eq. 5.4. The ion density and 

structure factor become  

Θ′(𝑧𝑧) = �  Θ(𝑧𝑧)
Θ𝑛𝑛 − Θ𝑛𝑛+1

Θ𝑀𝑀𝑀𝑀
𝑒𝑒𝑧𝑧𝑛𝑛/Λ

𝑛𝑛

5.14 

ℱ𝑅𝑅′(𝑄𝑄) = �ℱ𝑅𝑅
Θ𝑛𝑛 − Θ𝑛𝑛+1

Θ𝑀𝑀𝑀𝑀
𝑒𝑒(𝑖𝑖𝑖𝑖−1/Λ)𝑧𝑧𝑛𝑛

𝑛𝑛

, 5.15   

assuming that the double layer structure is identical above each exposed graphene surface. In the 

model dependent analysis using GC theory, the fitting parameters are the Debye length, the ion 

coverage, and the start of the ion distribution above the reference surface. 

 A schematic of the “capped” ion model is shown in Figure 5.19b. In this model, the 

parameters include the total ion density, Θ, the onset height of the ion distribution above the 

electrode, 𝑧𝑧0, and an additional variable to define the maximum 3D density near the surface, 𝜌𝜌𝑚𝑚𝑚𝑚𝑚𝑚. 

If the 3D ion density near the surface calculated using an exponential profile (i.e., 𝜌𝜌0 according to 

GC theory, Eq. 2.13) exceeds the maximum allowed density, 𝜌𝜌𝑚𝑚𝑎𝑎𝑥𝑥, a flat region is observed near 

the interface, and the diffuse region is shifted away from the surface. As a result, the average height 
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of the ions is farther from the interface than if the ions were allowed to pack more densely at the 

interface. In this model, we assume that the decay length in the diffuse region is that predicted by 

GC, i.e., Λ = 9.7 Å for a 0.1 M RbCl solution. 

 We now perform model-dependent analysis of the amplitude, 𝐴𝐴𝑅𝑅(𝑄𝑄), and phase, 𝑃𝑃𝑅𝑅(𝑄𝑄) =

𝜙𝜙𝑅𝑅(𝑄𝑄)/2𝜋𝜋, that were previously extracted from the RAXR spectra via model-independent 

analysis. The results are shown in Figure 5.20 and summarized in Table 5.3. We notice upon 

inspection that the total ion coverage in the EDL measured by RAXR (qualitatively determined 

from the 𝐴𝐴𝑅𝑅(𝑄𝑄 = 0); Figure 5.20a) is inconsistent with the expected charge density based on our 

CV measurements (Chapter 5.4.1). The capacitance of 4.5 μF/cm2 results in an ion coverage of 

2.3×10-3 Rb+/ASiC for an applied potential of -0.1 V. The total ion coverage measured by RAXR 

also appears to be higher than the ion coverage derived from PB theory (i.e., using the Grahame 

equation, Eq. 2.10) from which we expect Θ𝑇𝑇  ~ 0.07 Rb+/ASiC if we assume a constant bulk 

dielectric permittivity of 𝜖𝜖 = 80 for bulk water. We tested three GC-type models (i.e., an  

A B 

Figure 5.19. Double layer schematics accounting for graphene topography with three exposed 
graphene surfaces about a SiC substrate. (A) GC diffuse double layer modulated by graphene 
layer coverage and height. (B) “Capped” ion profile with maximum packing density near the 
interface followed by an exponentially decaying diffuse ion profile.  
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Table 5.3. Best-fit parameters for model-dependent analysis of RAXR amplitude and phase, 
including the Debye length, 𝛬𝛬, ion coverage, 𝛩𝛩, distance of closest approach to the electrode, 𝑧𝑧0, 
and maximum electron density near the surface. 
Model 𝚲𝚲 (Å) 𝚯𝚯 (Rb+/ASiC) 𝒛𝒛𝟎𝟎 (Å) 𝝆𝝆𝒎𝒎𝒎𝒎𝒎𝒎 (e-/Å3) 𝝌𝝌𝟐𝟐 
GC1 10.2 0.07a 11.2 - 4.8 
GC2 9.7b 0.21 11.4 - 3.0 
GC3 26.5 0.41 9.3 - 2.7 
Capped 9.7b 0.27 7.3 0.04 2.5 

aFixed at value calculated from Eq. 2.10 with an applied potential of -0.1 V. bFixed at Debye length 
expected from Eq. 2.14 for a 0.1 M RbCl solution.  
 

Figure 5.20. Model-dependent RAXR analysis using three exponentially decaying (GC-type) 
EDL models (solid lines; GC1, black; GC2, orange; GC3, blue) and a “capped” model with 
maximum packing density (dashed magenta line). (A) The amplitude, (B) phase, (C) model 
electron density profiles with graphene layer modulation (see Table B1 for layer heights and 
coverages), and (D) intrinsic electron density distributions are compared. The amplitude and 
phase data extracted from the model-independent analysis of the experimental RAXR spectra 
(Figure 5.16) are shown as green circles. See Table 5.3 for model parameters and 𝜒𝜒2 values. 
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exponentially decaying profile with the structure factor defined by Eqs. 5.10 and 5.15 and 

amplitude and phase of the form of Eqs. 5.11 and 5.12, respectively) with different sets of fitting 

parameters. In the first case (GC1), we fixed the ion coverage to the PB value and fit the Debye 

length and profile onset height; in the second case (GC2) we fixed the Debye length to 9.7 Å and 

fit the ion coverage and onset height; and in the third case (GC3), all three parameters were fit. 

The total 𝜒𝜒2 is the average of the 𝜒𝜒2 fits to the amplitude and phase data separately, i.e.,  

𝜒𝜒𝑇𝑇2 =
𝜒𝜒𝐴𝐴2 + 𝜒𝜒𝑃𝑃2

2
5.16 

with 𝜒𝜒𝐴𝐴2 and 𝜒𝜒𝑃𝑃2 each calculated from Eq. 3.10 with the reflected intensity 𝑅𝑅(𝑄𝑄) substituted for the 

relevant quantity (either 𝐴𝐴𝑅𝑅(𝑄𝑄) or 𝑃𝑃𝑅𝑅(𝑄𝑄)). 

Among the three GC models, GC3 gave the best fit to the data with 𝜒𝜒𝑇𝑇2 = 2.7 for Θ𝑇𝑇 = 0.41 

Rb+/ASiC, Λ = 26.5 Å, and 𝑧𝑧0 = 9.3 Å. However, GC2 (Λ = 9.7 Å) had a similar goodness-of-fit 

with 𝜒𝜒𝑇𝑇2 = 3.0 for coverage and height parameters Θ𝑇𝑇 = 0.21 and 𝑧𝑧0 = 11.4 Å, respectively. 

Overall, these two models appear to be consistent with the extracted amplitude and phase data. 

GC1 (Θ𝑇𝑇 = 0.07 Rb+/ASiC) was less consistent with the experimental data, yielding 𝜒𝜒𝑇𝑇2 = 4.8 with 

Λ = 10.2 Å and 𝑧𝑧0 = 11.2 Å. Apart from the ion coverage, GC1 and CG2 give a similar diffuse 

ion profile distribution (i.e., the shape), which again suggests that the ion coverage expected from 

PB theory is not consistent with the data. 

 The capped ion model offers a slight improvement over the GC models in terms of the 𝜒𝜒𝑇𝑇2 

level of agreement with the experimental 𝐴𝐴𝑅𝑅 and 𝑃𝑃𝑅𝑅 but is generally equivalent. With this model, 

we obtain 𝜒𝜒2 = 2.5 with a total ion coverage Θ𝑇𝑇 = 0.27 Rb+/ASiC, a maximum density 𝜌𝜌𝑚𝑚𝑚𝑚𝑚𝑚 = 

0.04 e/Å3, and an onset height of 𝑧𝑧0 = 7.3 Å. In the capped model and the three GC models, the 

phase data at low Q are generally similar (Figure 5.20b). This indicates that, although the four 
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models give different shapes for the ion distribution, the average ion height is approximately the 

same and is ~30 Å above the reference surface. The capped profile also shows a modulation in the 

phase data around Q ~ 0.25 Å-1, which results from the width of the flat portion of the profile (~20 

Å; Figures 5.20c,d). 

All four models that were tested yielded a total ion coverage of the same magnitude as the 

expected value from PB theory. The best-fit ion coverage from the GC2 model is three times the 

expected ion coverage from PB theory and is qualitatively consistent with the DH* regime describe 

by Lau [158] (see Figure 2.4b) if we incorporate a low dielectric region (𝜖𝜖⊥ ≈ 2) within a few 

molecular layers of the interface as discussed in Chapter 5.4.1. In this regime, charge fluctuation 

correlations lead to an increase in counterion concentration adjacent to the interface. However, the 

discrepancy with the EG/SiC electrode charge calculated using the capacitance measured from CV 

persists. To maintain charge neutrality with the EG/SiC electrode at -0.1 V (𝜎𝜎𝐸𝐸𝐸𝐸  ~ 2.3×10-3 e-

/ASiC), an ion coverage of 0.21 Rb+/ASiC measured by RAXR implies a nearly equal excess Cl- 

concentration in the EDL. Such a high density of co-ions in the double layer is inconsistent with 

PB theory and with other weak-field regimes. 

 

5.4.5: Discussion and Conclusions 

Overall, the data appear to be consistent with a GC-type diffuse ion profile, but the limited 

resolution of the RAXR measurement precludes a fully atomistic interpretation of the EDL 

structure. The total ion coverage measured by RAXR exceeds the expectations of the classical 

theories and is also two orders of magnitude larger than what is expected from the capacitance 

measurement of the electrochemical cell (Θ𝑇𝑇 ≳ 0.2 Rb+/ASiC from RAXR versus 2.3×10-3 Rb+/ASiC 
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based on the capacitance measurement). This inconsistency has not been resolved and requires 

further investigation. The observed total ion density in the EDL can be explained simply by 

accounting for the known decrement in the dielectric permittivity near the interface. However, the 

reduction in dielectric permittivity arises from the intrinsic polarization of water at the graphene 

surface, which would likely change under an applied electric field. In particular, the MD 

simulations presented in Chapter 5.3 indicate that the water molecules orient with the unbound 

oxygen electrons pointed toward the graphene plane (on average). A negative bias applied to the 

electrode would repel the free electrons, thereby altering the free energy landscape even if the 

voltage is not sufficient to flip the interfacial water dipole. The MD simulations suggested that 

anion and cation adsorption differ at the graphene interface due to the intrinsic polarization of 

interfacial water. This raises the question of how the energetics of ion adsorption change in an 

electric field as a result of (or accounting for) the changes in the water polarization.  

The large uncertainties on the amplitude and phase data extracted from our RAXR 

measurements could be reduced by improving the counting statistics of the RAXR spectra but still 

avoiding X-ray beam effects on the sample. This would require a change to the experimental 

methods. With unlimited time, the measurements could be carried out for the same system but with 

many more repeat energy scans at each scattering condition. However, this is impractical at this 

time. It would be worthwhile to explore other electrode materials that are not beam-sensitive. 
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Chapter 6:  Future Studies 

In this thesis, I explored the interfacial structure of solid/water interfaces from two different 

but complementary directions. The first aim focused on the validation of first principles (FP) 

simulations of oxide water-interfaces. With the growing need for efficient energy storage and 

conversion materials, there has been a significant effort to understand physiochemical phenomena 

at oxide/water interfaces via FP calculations [28, 42, 111, 240, 264]. These simulations have the 

potential to accurately predict chemical reactions, such as water splitting. However, our ability to 

rely on the predictions as we search for new materials or to optimize existing materials requires 

that all approximations used in the simulations be carefully validated. In Chapter 4, I presented a 

highly collaborative work in which we explored several different FP methodologies in detail to 

evaluate their effects on an experimental observable—namely, the X-ray reflectivity signal from 

the Al2O3(001)/water interface.  

The high sensitivity of XR measurements to buried solid/liquid interfaces opens up new 

avenues to validate FP simulations beyond a focus on the accuracy of atomic density distributions, 

which relies on model-derived structures from experimental XR data. A direct comparison 

between FP structures and XR data is completely model-independent. The protocol outlined in 

Chapter 4 highlights the strengths and weaknesses of various approximations required by the 

simulations and points to areas for improvement. The protocol can be applied in the future to the 

study of other well-defined solid/water interfaces. Finally, the results show that simulated 

structures can serve as a starting point for optimization with respect to XR data. This would be 

especially useful in cases where the experimental structure is unknown, and therefore it is difficult 

to determine a reasonable starting model for the experimental data analysis. 
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The second project presented here aimed to directly probe the diffuse double layer for the 

first time. The endeavor proved more challenging than originally expected, but the insights gained 

have paved the way for future exploration of weakly adsorbed ion structures. The work presented 

here explored the double layer for one salt (RbCl) at a single ion concentration and at one electrode 

potential. The electrode material does not enter the equation in GC theory, but I identified a 

significant discrepancy between the capacitance measured with a graphene electrode—dominated 

by the graphene quantum capacitance—and the charge stored in the double layer. This incongruity 

should be explored further. The measurement could be repeated with a different electrode, such as 

glassy carbon, which (1) does not have a quantum capacitance, (2) may stand up better to X-ray 

exposure, and (3) has a lower density than EG/SiC (due to the Si in the substrate). The last point 

should improve the contrast between the non-resonant structure factor and that from the resonance 

ion. If glassy carbon is not X-ray sensitive (or less so than EG/SiC), one could measure out to 

higher Q, and thereby increase the resolution of the double layer structure. This would also 

improve the signal-to-noise ratio in the RAXR measurements. If the EDL structure is verified 

using a different electrode and the same electrolyte and charging conditions used here, this would 

raise questions about the use of quantum materials as electrodes.  

It would also be useful to measure the EDL structure at a lower ion concentration. This 

will decrease the linear attenuation contribution to the measured resonance spectra and increase 

the relative contribution from the adsorbed ion species. In addition, future studies should explore 

lower voltages to determine at what point the EDL structure begins to deviate from the classical 

PB and GC theories, and RAXR measurements of the EDL with divalent and multivalent ions 

would also serve to elucidate gaps in our understanding of ion adsorption at aqueous interfaces. 
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Finally, large ion clusters containing resonant atoms (i.e., polyoxometalates) would be useful to 

explore how ion size effects alter the EDL structure. CTR measurements alone may be sufficient 

to detect polyoxometalates due to their large electron densities.  
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Appendix A: Supplement to Chapter 4 

A.1: Al2O3/Water Interface pH-Dependent CTRs 

The analysis of these data is ongoing and is being spearheaded by Dr. Young Jae Kim 

(Interfacial Processes Group, Argonne). The results will elucidate questions that arose from the 

direct comparisons of simulated FPMD structures with XR data regarding pH effects on the 

alumina surface and how this affects water adsorption. 

 

Sample Preparation 

Two polished 3 mm ×10 mm single crystal Al2O3(001) samples from CrysTec, GmbH 

(Berlin, Germany) were cleaned by four rinse cycles of alternating HPLC-grade acetone, HPLC-

grade methanol, and 18 MΩ de-ionized water (DIW). The samples were then soaked for 4 hours 

in 1 M HCl. After rinsing again in DIW and drying, the samples were annealed in ambient 

atmosphere at 1000 °C for 24 hours. Subsequently, the samples were stored in DIW for transport 

to APS sector 13-ID-C where pH-dependent measurements were carried out. AFMs of the cleaned 

samples are shown in Figure A1 and show smooth surfaces. The sample 1 surface has a patterned 

structure even after treatment, but the topography/pores are large compared to molecular lengths, 

so the structuring on the surface is not expected to lead to confinement and subsequent changes in 

the water structure.  

These samples were used again at 6-ID-B during a later beamtime. They sat in DIW for ~2 

months between the beamtimes. They were re-cleaned at annealed in preparation for the 6-ID-B 

beamtime in an abbreviated process similar to the one described by Catalano et al. in Ref. [26]. 
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Five rinse cycles of alternating sonication (15 min each) in acetone and methanol were carried out. 

The samples was then sonicated in DIW for 15 minutes and sat in DIW overnight. The samples 

were then sonicated in 1 mM HCl in a “light rinse” for 30 mins and subsequently heated at 350 °C 

for 4 hours in an ambient atmosphere. After cooling to 60 °C, the samples were placed in a vial 

with DIW and taken to the beamline.  

 

XR Data 

The integrated CTR data from both beamlines at acidic (pH 2), neutral (nominal pH 7), and 

basic condition (pH 12) are shown in Figure A2. There is essentially no change in the CTR 

intensities going from pH 2 to pH 7. There appears to be a small change when going from pH 7 to 

pH 12. Similar measurements were carried out by Xu et al. who also did not observe a change in 

the interfacial water structure on c-plane Al2O3 over the range 5 < pH < 9 [178]. Their data were 

similar to the data I measured on sample 2 at 6-ID-B and on the sample measured at 13-ID-C. In 

Figure A1. AFMs of Al2O3 (001) sample 1 (left) and sample 2 (right). Sample 1 had an r.m.s. 
roughness of 145.7 pm and miscut angle of 0.035°; sample 2 had an r.m.s. roughness of 942.6 pm 
and a 0.026° miscut. 
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particular, the shape and intensity of the second midzone (between the Bragg peaks) are similarly 

rounded rather than being flat, as seen in the sample 1 6-ID-B data (Figures A2d and A2f). In 

addition, we identify an oscillation in the intensity as the scattering condition approaches the 

second Bragg peak, which also appears in the data in Ref. [178]. Their analysis revealed a 

consistent water height of ~2.85 Å, which is notably larger than the water height observed on the 

sample discussed in Chapter 4 of this thesis.  

Our sample 1, which has a flat midzone in the CTR, is similar to other CTR data measured 

for the Al2O3(001)/water interface at neutral pH by Catalano [210]. In that study, Catalano found 

a best-fit water height of ~2.46 Å, which is closer to the water height found in the best-fit for the 

Chapter 4 measurement. The difference in water height appears to correlate with the shape of the 

midzone intensity, which is consistent with the insights gain from the direct comparison of XR 

data with FPMD simulations for this system (see Chapter 4.6).  
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Figure A2. pH-dependent specular XR data on c-plane Al2O3. (A) CTR data for two samples, s1 
(circles) and s2 (triangles), measured at pH 7 and pH 12 at APS beamline 6-ID-B (E = 18 keV) 
show little change with pH but significant differences between samples. These data also differ 
significantly from the Al2O3(001)/water data presented in Chapter 4 (gray squares). (B) The low 
intensity of s2 in DIW results from linear attenuation of the X-rays due to a thicker water layer 
during this measurement. (C) samples s1 and s2 have similar intensities below the first Bragg 
peak while that of the Ch. 4 CTR is significantly lower and reminiscent of the intensity reduction 
due to a rough surface (see Figure 3.3a). (D) Significant variability is observed between samples 
(but not at different pHs) in the second midzone, the intensity of which is correlated with the water 
height (see Chapter 4). (E) A set of measurements carried out at APS beamline 13-ID-C (E = 13 
keV) using sample s2 (triangles) in pH 2, 7, and 12 show a small change at acidic pH in (F) the 
midzone.  
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A.2: Fitted Parameters of FPMD Al2O3/Water Atomic Density Distributions 

Table A1. Structures extracted from 12-layer Al2O3 FPMD simulations by fitting total electron 
density to layered Gaussians according to Eq. 3.8. 

  PBE-12  PBE-12+Grimme 
Z  z (Å) u (Å) 𝚯𝚯 (AUC-1)  z (Å) u (Å) 𝚯𝚯 (AUC-1) 

Alumina 
13  -11.6912 0.0684 0.9875  -11.6857 0.0673 1 
8  -10.84 0.0681 2.9641  -10.84 0.0667 2.9802 
13  -9.9815 0.0695 0.9921  -9.9921 0.0665 0.9969 
13  -9.4808 0.0687 0.9971  -9.4909 0.0663 0.9942 
8  -8.63 0.0695 2.9812  -8.6456 0.0683 2.9917 
13  -7.7704 0.0711 0.9934  -7.7978 0.0662 0.9897 
13  -7.2717 0.0728 0.9909  -7.2974 0.0647 0.9935 
8  -6.4188 0.0736 2.9826  -6.4518 0.0679 2.9824 
13  -5.5595 0.0741 0.9896  -5.6037 0.067 0.993 
13  -5.0563 0.0734 0.9889  -5.0979 0.0675 0.9973 
8  -4.2094 0.0779 2.9721  -4.2586 0.0702 2.9912 
13  -3.3652 0.0804 0.9863  -3.4224 0.0724 0.9968 
13  -2.8389 0.0771 0.9891  -2.9027 0.067 0.9829 
8  -1.9908 0.0829 2.9583  -2.0575 0.073 2.9871 
13  -1.0229 0.091 1.02  -1.1072 0.0757 0.9786 
13  -0.7106 0.0822 0.9504  -0.7876 0.0806 1.001 
8  0.1926 0.1022 3.0917  0.1151 0.0934 3.124 
1  1.0555 0.1095 1.8596  0.9888 0.0947 1.7183 

Water 
1  1.9463 0.1476 0.5228  1.7946 0.1445 0.6323 
8a  2.9214 0.2129 1.3921  2.7429 0.1684 1.2836 
8b  5.8543 1.0719 2.2928  5.1508 0.9947 1.6251 

a First adsorbed water layer; b Second layer using a layered water model (Eqs. 4.2 and 4.3). 
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Table A2. Element-specific structures from 12-layer FPMD Gaussian fits. 

PBE-12  PBE-12+Grimme 

z (Å) u (Å) 𝚯𝚯 
(AUC-1)  z (Å) u (Å) 𝚯𝚯 

(AUC-1) 
Oxygen 

-10.84 0.0683 2.9996  -10.84 0.0667 2.9925 
-8.6293 0.0696 3.0124  -8.6456 0.0683 3.004 
-6.4178 0.0732 3.0023  -6.4518 0.0679 2.9946 
-4.2074 0.0775 2.9957  -4.2586 0.0702 3.0035 
-1.9883 0.0823 2.9823  -2.0575 0.073 2.9993 
0.1926 0.1001 2.995  0.1147 0.0915 3.001 
2.9078 0.2041 1.3323  2.7523 0.1795 1.3773 
3.6412 0.4646 0.4579  5.8359 1.5988 3.2598 
6.4205 1.3953 2.9423  9.9071 1.1878 2.2156 

Hydrogen 
0.2254 0.1685 1.1064  0.1462 0.1655 1.2367 
1.057 0.1093 1.8776  0.9889 0.0951 1.735 
1.9822 0.1847 0.6838  1.8061 0.1636 0.7266 
3.2883 0.3996 2.8847  2.9026 0.2061 0.8294 
4.2726 0.2639 0.5258  3.4001 0.4819 2.3176 
6.0656 0.9278 3.429  5.6672 0.9229 3.0681 
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Table A3. Fitting results for 6-layer Al2O3 FPMD simulations by fitting total electron density to 
layered Gaussians according to Eq. 3.8. 

Z 

PBE-6 
 

optB88  optB88-10% 

z (Å) u (Å) 
𝚯𝚯 

(AUC-1) 

 

z (Å) u (Å) 
𝚯𝚯 

(AUC-1) 
 

z (Å) u (Å) 
𝚯𝚯 

(AUC-1) 
Alumina 

13 0.2557 0.0636 0.7583  0.2487 0.0566 1.0026  0.2488 0.0546 1.0002 
8 1.1013 0.0658 2.279  1.0921 0.0578 3.0075  1.0904 0.056 3.0088 

13 1.9363 0.0665 0.7585  1.9244 0.0582 1.0016  1.9208 0.0561 1.002 
13 2.4657 0.0641 0.7574  2.4411 0.0565 1.0012  2.438 0.055 1.0012 
8 3.3154 0.0703 2.2776  3.2871 0.0619 3.0068  3.2821 0.0601 3.0083 

13 4.2674 0.0756 0.755  4.2377 0.0667 1.0005  4.2332 0.0639 0.9975 
13 4.5874 0.0722 0.7632  4.5429 0.0626 1.0047  4.535 0.06 1.0006 
8 5.4954 0.0928 2.3782  5.4441 0.0818 3.1281  5.4358 0.0799 3.1202 
1 6.3705 0.0972 1.2892  6.3406 0.0845 1.8739  6.3369 0.0809 1.8259 

Water 
1 7.2412 0.1306 0.2605  7.1656 0.1464 0.6833  7.1389 0.1523 0.7735 
8 8.1965 0.1985 0.7052  8.1286 0.1878 1.2885  8.0826 0.1801 1.5364 
8 10.2828 1.2984 1.7688  8.8067 0.5369 0.8905  8.639 0.4721 0.8797 
8 - - -  10.9562 1.1827 1.6238  10.6605 0.6496 1.9885 
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Appendix B: Supplement to Chapter 5 

B.1: X-ray Attenuation and Effects on EG/SiC Sample  

The X-ray pathlength through the sample cell depends on the geometry, and is given for 

the thin film (‘TF’) cell and electrochemical (‘EC’) cell, respectively, as 

𝐿𝐿𝑇𝑇𝑇𝑇 =
8𝜋𝜋𝜋𝜋𝜋𝜋
𝑄𝑄ℎ𝑐𝑐

𝐵𝐵. 1𝑎𝑎 

𝐿𝐿𝐸𝐸𝐸𝐸 =
𝑤𝑤

�1 − �𝑄𝑄ℎ𝑐𝑐4𝜋𝜋𝜋𝜋�
2

𝐵𝐵. 1𝑏𝑏
 

where 𝑡𝑡 is the vertical thickness of the water layer in a thin film cell (typically tens of μm), 𝑤𝑤 is 

the horizontal width of the water layer in an electrochemical cell (on the order of mm), 𝐸𝐸 is the X-

ray energy, and ℎ𝑐𝑐 = 12400 eV∙Å. From Eq. B.1a, we see that in the limit of small Q, 𝐿𝐿𝑇𝑇𝑇𝑇 

asymptotically approaches infinity, resulting in a significant linear attenuation correction (Eq. 5.5 

and the prefactor T(Q) in Eq. 3.1). In reality, the maximum 𝐿𝐿𝑇𝑇𝑇𝑇 is the width of the water layer 

along the X-ray beam direction, which is not uniform at normal incidence due to the finite height 

of the X-ray beam (~ 80 μm) and the curvature of the Kapton film as it wraps around the sample 

edges (see Figure 5.13a); it also depends on the lateral dimensions and in-plane rotation of the 

sample. At high Q the pathlength asymptotically approaches zero (Figure B1).  

Conversely, Eq. B.1b shows that for the electrochemical cell, 𝐿𝐿𝐸𝐸𝐸𝐸 ≈ 𝑤𝑤 in the limit of small 

Q and 𝐿𝐿𝐸𝐸𝐸𝐸  asymptotically approaches infinity when the denominator goes to zero, i.e., for Q = 

4𝜋𝜋𝜋𝜋/ℎ𝑐𝑐. For a specular CTR carried out at E = 14 keV, 𝐿𝐿𝐸𝐸𝐸𝐸 → ∞ at Q = 14.2 Å-1, which is well 

beyond the maximum Q of a typical CTR measurement, ~ 6 Å-1. At 14 keV,  𝐿𝐿𝐸𝐸𝐸𝐸  increases ~10% 
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from 0 < Q < 6 Å-1; at 18 keV the increase is reduced to 6% (Figure B1). This small change in the 

linear attenuation leads to significant covariance with the overall scale factor in the non-resonant 

XR data analysis. The range over which resonant spectra were measured is limited to Qmax ~ 0.3 

Å-1. Therefore, the X-ray pathlength and resulting linear attenuation correction is the same for all 

RAXR spectra (after accounting for the resonance modulation at the Rb K-edge). 

A high X-ray flux was found to induce a current on the EG/SiC samples with a persistent 

effect on the CV measurements (Figure 5.12). This effect could be mitigated by using filters that 

kept the flux on the sample low. For a filter transmission below ~ 10-3, the current was not affected 

(Figure B2). 

Figure B1. X-ray transmission through sample cells in different geometries and at different 
energies. Solid lines are calculated at E = 18 keV, dashed lines are calculated at E = 14 keV, blue 
curves are for a thin film cell with water layer thickness equal to 10 𝜇𝜇m, red curves are for a thin 
film cell with water layer thickness equal to 50 𝜇𝜇m, and green curves are for a transmission cell 
with a 5 mm wide water window along the beam direction. Black dotted lines are an aid to identify 
the small deviations of the transmission at high Q in the transmission cell.   



216 
 

 

 

Finally, as a result of the thick water window of the electrochemical cell, the linear 

attenuation at E = 15.2 keV (the Rb K-edge) contributes a significant resonance modulation to the 

total measured signal at the X-ray detector (Figure B3). All RAXR spectra essentially look the 

same, and the resonance modulations from the interfacial ion structure are not obvious. This is 

made more challenging because the flux on the sample was limited as described above and in 

Chapter 5.4.3. The linear attenuation correction needs to be performed carefully so as to not lose 

any of the already weak resonance modulation arising from the interface. We tested three different 

methods to measure the linear attenuation before arriving at the methodology described in Chapter 

5.4.3. The first three approaches are shown in Figure B4. 

The first approach relied on a transmission XANES measurement (Figure B4a), which is 

always performed to determine the precise value of E0 as described in Chapter 5.2. If the XANES 

measurement is carried out with the same electrolyte concentration as the one used to probe the 

Figure B2. Current generated by X-ray exposure during RAXR measurements as a function of 
filter transmission and for three different EG/SiC samples.  

Sample A 

Sample B 

Sample C 
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Figure B3. RAXR measurements of 0.1 M RbCl/EG/SiC before linear attenuation correction. All 
spectra have the same shape and are dominated by the resonance modulation through the bulk 
electrolyte. Note that the SiC critical angle is 𝑄𝑄 = 0.037 Å-1, or L = 0.089 (𝑄𝑄 = 2𝜋𝜋𝜋𝜋/𝑐𝑐𝑆𝑆𝑆𝑆𝑆𝑆). The 
first three measurements correspond to total external reflection.  

Total external reflection 
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EDL, then this method, in principle, does not require any additional measurements. However, the 

XANES cell and electrochemical cell are not the same thickness, so the measured attenuation 

through the XANES cell requires a pathlength correction in order to be applied accurately to the 

electrochemical cell. Such a pathlength correction is nearly impossible to make because the 

thickness of the XANES cell depends on the amount of solution added during assembly and the 

pressure the solution exerts on the Kapton film windows. Hence, the thickness is generally 

unknown. In addition, transmission through the XANES cell is measured before the beamline 

filters and using ion chambers. The filtering required for the RAXR measurements may lead to 

beam hardening (lower energy X-rays are filtered more effectively that higher energy X-rays) 

compared to the XANES attenuation, further complicating the application of this method. 

The second approach to perform the linear attenuation correction is by measuring it directly 

through the electrochemical cell placed on the diffractometer. The sample cell is positioned with 

all diffractometer angles set to zero such that the X-rays pass through the cell at normal incidence. 

The electrochemical cell is moved down by 1 mm to ensure the X-rays pass through the bulk 

electrolyte only. The attenuation is then measured between an ion chamber and the X-ray detector 

(Figure B4b). This approach requires significant filters to protect the detector from beam damage 

of the straight through beam (STB). The filter transmission required to protect the detector at the 

STB condition is ~10-9, which will result in significant beam hardening. Thus, this method suffers 

from similar complications as the XANES approach. 

The third method is to measure the linear attenuation directly through the electrochemical 

cell but utilizing the reflected intensity, which reduces the flux at the detector. We applied a 

positive voltage to the EG/SiC electrode in order to repel Rb+ from the interface so that performing 
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a correction using the measured signal would not artificially reduce the desired EDL resonance 

contribution (Figure B4c). This method still requires filters, but the same ones as used for RAXR 

measurements at negative voltage can be used, and therefore any beam hardening effects are 

directly transferable between +/- V. However, this approach had the same issues as the RAXR 

measurements with noise in the measured reflectivity (see Chapter 5.4.3 and Figure 5.15). We 

determined it was not a viable approach. In the end, we measured the linear attenuation through 

the electrochemical cell placed on the diffractometer and with a pin diode. This obviates concerns 

about protecting the area detector and beam hardening. We also do not need to worry about path 

length corrections between the attenuation measurement and the reflectivity measurements.  
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Figure B4. Methods to determine linear attenuation correction at the beamline. (A) The 
attenuation is measured through a transmission XANES cell at from of beamline using two ion 
chambers (IC1 and IC2). (B) The attenuation is measured through the bulk solution in the 
electrochemical cell using the Pilatus area detector, which requires significant filters. (C) The 
RAXR signal is measured through the cell with a positive voltage applied to the EG/SiC to repel 
Rb+ from the interface. Thus, the resonance contribution should only be that of the bulk 
electrolyte.  
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B.2: XR Best-Fit Parameter Table for EG/SiC 

Table B1. Non-resonant XR best-fit results for EG/6H-SiC in DIW and 0.1 M RbCl with 
uncertainties on the last significant figures in parentheses. Values without uncertainties were fixed 
during analysis. 

 In DIW  In 0.1 M RbCl 

Layer z (Å) u (Å) 𝚯𝚯 
(AUC-1) 

 z (Å) u (Å) 𝚯𝚯 
(AUC-1) 

6H-SiC(0001) 
C −13.236(9) 0.0922 1  -13.242(6) 0.0922 1 
Si −12.603(3) 0.0837 1  -12.606(2) 0.0837 1 
C −10.71(1) 0.0922 1  -10.718(8) 0.0922 1 
Si −10.084(4) 0.0837 1  -10.083(3) 0.0837 1 
C −8.24(2) 0.0922 1  -8.19(1) 0.0922 1 
Si −7.576(6) 0.0837 1  -7.558(6) 0.0837 1 
C −5.68(3) 0.0922 1  -5.67(3) 0.0922 1 
Si −5.05(2) 0.0837 1  -5.04(1) 0.0837 1 
C −3.08(3) 0.0922 1  -3.13(2) 0.0922 1 
Si −2.52(2) 0.0837 0.93(2)  -2.505(6) 0.09(2) 1 
C −0.49(6) 0.0922 1  -0.49(4) 0.0922 1 
Si -0.01(1) 0.14(5)a 0.80(2)  -0.004(11) 0.18(3) .91(6) 

Graphene 
S1 (G0) 2.25(9) 0.32(3) 3.16(7)  2.38(2) 0.24(2) 3.00(6) 
S2 (G0) 2.1(1.5)a 0.21 0.80b  1.93(1) 0.21 0.91b 
G1 5.6(1) 0.16(3) 3.1(3)  5.77(3) 0.11(2) 3.0(3) 

G2 8.9(1) 0.2(1) 1.3(2)  9.05(4) 0.09(9) 1.3(1) 
G3 12.3(1) 0.07(1.18)a 0.3(1)  12.51(5) 0.1 0.6(1) 
G4 15.6(3) 0.07(3.55)a 0.09c  15.9c 0.1 0.20(4) 
G5 - - -  19.2c 0.1 0.05(1) 

Liquid 
H2O 5.7(2) 0.3(2) 0.80(4)d  5.7(2) 0.3(2) 0.75(2)d 
 dw = 2.94(15) 𝑢𝑢� = 0.75(9)   dw = 2.76(7) 𝑢𝑢� = 0.53(8)  

aThese parameters were fixed in the final iterations of the least-squares optimization. bUses model 
that fixes S2 coverage to that of the terminal Si layer of the SiC substrate. cValues were fixed 
because with them turned on, the position parameters of these layers moved to 1.5-2× the graphene 
d-spacing from the layer below, and the water r.m.s. width became that of a 2D graphene layer at 
a height consistent with a graphene layer. dCalculated from dw. 
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