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ABSTRACT 

X-ray Studies of Ion Adsorption at Charged Titania-Electrolyte Interfaces 

Vaibhav Kohli 

Interaction of counter ions with charged solid-electrolyte interfaces plays an important 

role in wide ranging chemical and environmental processes including ion adsorption, colloidal 

stability, and electrokinetic transport. A complete molecular-level characterization of the 

counter-ion profile near the interface is critical to understanding the interfacial reactivity. 

Resonant anomalous X-ray reflectivity (RAXR), and crystal truncation rod (CTR) 

techniques were used to directly measure the vertical density profiles of Rb+ and Sr2+ at the rutile 

TiO2(110)-electrolyte interface. These results are the first experimental confirmation of a recent 

molecular dynamics prediction that the adsorbed ion structure is distributed between multiple 

inner-sphere sites (i.e., tetra-dentate and bi-dentate) rather than a single site (i.e., tetra-dentate) as 

thought from previous investigations. Rb+ and Sr2+ are found to be specifically-adsorbed with 

coverages of 0.080±0.003 and 0.40±0.07 monolayers respectively, and average heights of 

3.72±0.03 Å and 3.05±0.16 Å above the interface respectively. 

A new generalized model-independent approach was developed for the analysis of long-

period x-ray standing waves (XSW) data. The approach is applicable to various reflection 

geometries, including simple x-ray mirrors, and multi-layers, and is valid for XSW in an 

attenuating medium. The formalism allows direct extraction of the amplitudes and phases of the 

elemental structure factor from the measured long-period XSW data, leading to a fully model-

independent recovery of the elemental distribution. The method is demonstrated by extracting 
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the 1D profile of Ti normal to the surface for a TiO2/Si/Mo tri-layer sample on a Si substrate, 

using Ti-Kα fluorescence yield measured in ex situ and in situ environments.  

Using long period XSW, X-ray fluorescence (XRF) and X-ray reflectivity (XR), it is 

shown that titania nanofilms grown by atomic layer deposition (ALD) exhibit significantly 

enhanced properties for ion adsorption as compared to single crystalline rutile surfaces. This is 

expressed by a >2-fold higher total ion coverage on the nano-titania surface compared to rutile. 

The significance of these observations in the context of Electrochemical Capacitors (EC) is 

discussed. These results demonstrate that use of nanometer thick layers provides an additional 

degree of control that can be used as a way to fully optimize EC energy storage characteristics.  
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Chapter 1 : Introduction 

1.1 Applications of the Charged Solid-Electrolyte Interface 

A solid surface can acquire an electric charge when brought in contact with an aqueous 

solution, resulting either from charging of a functional group present on the surface, or 

adsorption of ionic species from the solution onto the surface[1, 2]. A surface charge can also 

arise as a result of an isomorphic replacement in the lattice near the surface (for e.g. substitution 

of Si4+ by Al3+ in a silicate lattice)[1].  

Interaction of the charged solid-liquid interface with counter ions plays an important role 

in various environmental and chemical processes including ion adsorption at electrolyte-

electrode interfaces, colloidal stability (i.e. the stabilization of the colloidal particles against 

coagulation that occurs as a result of the electrostatic forces near the charged surface of the 

particles) and sedimentation, and growth and dissolution of minerals in aqueous environments[1-

5]. 

 The above interaction is a key to understanding various electro-kinetic phenomena such 

as electrophoresis, and electroosmosis[1, 2]. Electrophoresis is the process involving the 

movement of colloidal particles (having charged surface) relative to a stationary electrolyte, 

while electroosmosis involves movement of the electrolyte ions relative to a stationary charged 

surface, both processes occur in presence of an applied electric field (Fig. 1.1 and 1.2). 

Applications of the above phenomena range from biological separation, for e.g. separation of 

proteins based on their size and charge differences, to de-watering of soils near a hazardous 

waste area[2].  
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Figure 1.1: Electrophoresis of a charged particle in presence of an applied electric field. A 

negatively charged particle (blue sphere) in an electrolyte is depicted, with an electrical double 

layer of width κ-1 surrounding the particle. The external electric field pointing to the right causes 

the particle to drift leftwards. 
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Figure 1.2: Electro-osmosis of an electrolyte in a capillary tube. The negative charge on the 

inner walls of a capillary leads to segregation of positively charged particles (in the electrolyte) 

near the walls. When an external electric field is applied, the positively charged particles (green 

spheres) drift towards the negative electrode, also pushing the solvent particles to move with 

them. This process plays an important role in fluid flow through micro- or nano-sized capillaries, 

since it provides an alternative to the use of high pressure gradients to generate the flow. 
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Figure 1.3: Schematic of an electrochemical capacitor (EC). The ECs utilize the charge 

separation at the electrode-electrolyte interface as the mechanism to store and deliver energy. 

This is unlike conventional batteries where energy is delivered as a result of a chemical reaction. 

A single cell EC consists of two electrodes. The cations and anions are attracted to the negative 

and positive electrodes respectively. The ECs can be classified as electrical double layer type or 

pseudo-capacitor type, depending on whether the ions are held near the charged interface by 

simple electrostatic forces, or whether they are adsorbed at the interface, respectively. 
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Figure 1.4: Power and Energy densities of various energy storage devices. Electrochemical 

capacitors (EC) can yield orders of magnitude higher power densities compared to batteries; 

however, they have much lower energy densities. The ECs fall in between conventional 

capacitors and batteries (both in terms of energy density and power density) on this Raygon plot. 
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The understanding of the charged liquid-solid interface is also crucial to the area of 

micro-fluidics, i.e., fluid flow through micro- or nano-sized channels. The liquid flow through 

these narrow channels is typically controlled by applying an electric field along the channel 

(rather than the conventional approach of using a pressure gradient), and the motion of charged 

electrolyte particles depends on both the applied electric field as well as the net field resulting 

from the charged interface and the counter-ion distribution[2].  

The counter ion interaction with electrolyte-electrode interfaces is the basis of modern 

energy storage devices, such as electrochemical capacitors (EC, schematic shown in Fig. 1.3)[6-

10]. The ECs store energy as a result of the charge separation that occurs at the interface. This is 

fundamentally different from conventional energy storage, such as batteries, where energy is 

delivered after certain chemical reactions (such as oxidation of a metallic anode) take place[11]. 

Since the ion distribution can respond swiftly to changes in potential, the ECs offer much higher 

rates of charging and discharging, and can deliver orders of magnitude higher power density 

compared to batteries (Fig. 1.4)[6]. The ECs are also unique due to their high life cycles, unlike 

batteries where life is limited due to deterioration of the electrode that occurs as part of the 

charging/discharging which involves structural changes of the electrode. In spite of the several 

advantages offered by ECs, their applications are currently limited by their energy density which 

remains lower than that of batteries (Fig 1.4). To gain further insight into the functioning of ECs, 

it is important to understand the ion-electrode interaction at the nano-scale level.  
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1.2 A Classic Description of the Ion Distribution 

Since the counter ions present in an electrolyte that is in contact with a charged surface 

are attracted to the surface, it is expected that their distribution near the solid-electrolyte interface 

will be different from their distribution in the bulk electrolyte. This counter ion distribution is 

often referred to as the electrical double layer (EDL), so called because the interfacial system can 

be seen as a double layer of charges where the layer of charge on the surface holds an equal and 

opposite charge compared to the net charge held by the layer of distributed ions[1, 12].  

Various models have been used to describe the distribution of ions near the interface[1, 2, 

12-14]. The simplest model is an idealized capacitor model where the ions are considered to be 

located at a sharp plane above the charged interface (similar to a parallel plate capacitor). This 

model is however unrealistic, since any thermal motion would diffuse the ion distribution. A 

classic description of the ion distribution is given by the Poisson-Boltzmann theory[1, 2], where 

the distribution normal to the surface is controlled by the Boltzmann factor (the exponential in 

the eqn. below), 

݊ሺݖሻ ൌ  ݊ሺ∞ሻ ݁ି௩  టሺ௭ሻ
ಳ ்                                                                                                                     ሺ1.2.1ሻ 

Here, ݊ሺݖሻ and ݊ሺ∞ሻ denote the concentration of the ith ionic species at a height z above the 

surface, and at infinite distance from the surface (i.e. in bulk electrolyte), respectively. ݒ denotes 

the valency of the ith ionic species, ߰ሺݖሻ is the net potential at the position z, T is the temperature 

in Kelvin, and ݇ is the Boltzmann constant. The general description of the potential variation is 

given by the Poisson equation[1],  
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݀ଶ߰
ଶݖ݀ ൌ  െ

ሻݖሺߩ
ߝ                                                                                                                                        ሺ1.2.2ሻ 

where, ߩሺݖሻ ൌ ∑ ሻݖ ݁ ݊ሺݒ  , is the net charge density at height z, and ߝ is the permittivity of the 

solution. Combining eqn. 1.2.1 and 1.2.2 gives the Poisson-Boltzmann equation[1] that describes 

the variation of potential with height and thus determines the distribution of ions,  

݀ଶ߰
ଶݖ݀ ൌ  െ

݁
ߝ    ݊ሺ∞ሻ ݁ି௩  టሺ௭ሻݒ 

ಳ ்  


                                                                                               ሺ1.2.3ሻ 

The above equation is simplified for ݒ ݁ ߰ሺݖሻ ൏  ݇ ܶ , where a first order Taylor’s expansion 

can be applied to the exponential term. Since, ∑  ݊ሺ∞ሻݒ  ൌ 0 , based on electro-neutrality in the 

bulk solution, eqn. 1.2.3 can be written as, 

݀ଶ߰
ଶݖ݀ ൌ  െ

݁ଶ

ܶ ݇ߝ   ݒ 
ଶ ݊ሺ∞ሻ ߰ሺݖሻ 


                                                                                              ሺ1.2.4ሻ 

This is called the linearized Poisson-Boltzmann equation, also referred to as the Debye-Huckel 

theory[1], and has the following solution,  

߰ሺݖሻ ൌ  ߰ሺ0ሻ ݁ି ௭
ವ                                                                                                                                ሺ1.2.5ሻ 

The above eqn. shows that the potential varies exponentially with height, i.e. follows a diffuse 

distribution. Here ߰ሺ0ሻ is the potential at the z=0 (or the surface), and ܮ denotes the Debye-

length, which is given according to, 

ܮ ൌ ቈ
݁ଶ

ܶ ݇ߝ   ݒ
ଶ ݊ሺ∞ሻ




ିଶ

                                                                                                           ሺ1.2.6ሻ 
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The Debye length is a characteristic of the thickness of the diffuse distribution. The above eqn. 

shows that the diffuse layer thickness simply depends on the ionic strength of the electrolyte 

ቀionic strength equals ଵ
ଶ

∑ ݒ
ଶ ݊ሺ∞ሻ ቁ . The diffuse layer thickness therefore decreases with 

increase in the ion concentration and ion valency.   

 The Debye-Huckel theory described above is valid only for small potentials (i.e., 

ሻݖ ݁ ߰ሺݒ ൏  ݇ ܶ). The more general result is obtained by Gouy-Chapman theory, however the 

potential variation from this theory no longer has the simple form shown in eqn. 1.2.5. For a 

symmetric electrolyte (i.e. when both cations and anions have same valence number, v), it can be 

shown that rather a function of potential, ߬ ൭where, ߬ ൌ
ୣ୶୮൬ೡ  ഗሺሻ

మ ೖಳ  ൰ିଵ

ୣ୶୮൬ೡ  ഗሺሻ
మ ೖಳ  ൰ାଵ

൱, varies exponentially 

with height[1]. While the Gouy-Chapman theory (as well as the Debye-Huckel theory) describes 

the diffuse distribution of ions, it does not take into account any ions adsorbed at the interface. A 

more realistic picture is described by the Gouy-Chapman-Stern model that includes an additional 

adsorbed layer of ions (also called the Stern layer), in addition to the Gouy-Chapman 

distribution. 

 

1.3 Physical Picture of Ion Adsorption 

Visualization of the ions near the charged liquid-solid interface can be simplified with the 

aid of a physical picture, such as the one shown in Fig. 1.5. The ions at the interface can be held 

either simply by attractive electrostatic forces from the charged surface, or they can be physically 

or chemically adsorbed at the surface. In this picture of ion adsorption, the ion distribution is  
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Figure 1.5: A physical picture describing the interaction of ions with charged liquid-solid 

interface. The ion distribution can be classified into a condensed layer and a diffuse layer, 

depending on the mechanism of interaction, and the distance from the interface. The condensed 

ions can either be chemically bonded to the surface (for e.g. to the surface oxygen atoms shown 

in red above) as inner-sphere (IS) species, or they can form an outer-sphere (OS) complex where 

they are held to the interface in fully hydrated form as a result of electrostatic and van der Waals 

forces. 
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broadly classified into a condensed part referring to the ions adsorbed at the interface, and a 

diffuse part representing ions that extend further away into the electrolyte[15].  

The ions in aqueous environments (for e.g. metal cations like Rb+ or Na+) typically exist 

as hydrated species, where they are bonded to multiple water molecules surrounding them (for 

e.g., Rb+ has a hydration number of six at room temperature[16]). As these ions approach the 

counter-charged interface, they can get adsorbed above the interface, either staying in hydrated 

form, i.e. as outer-sphere species (OS), or stripped off of their hydration shell and chemisorbed at 

the surface, i.e. as inner-sphere species (IS)[4]. 

Each of these ionic species (i.e. IS, OS and diffuse) possesses different characteristics and 

behaves as a different chemical entity[4]. For example, the OS species are conventionally 

regarded as less strongly bound to the interface compared to IS species. Therefore the OS species 

can be more easily displaced by the presence of any background or competing ionic species. 

Also, the IS species that are bonded to the surface atoms (such as surface oxygens) are thought to 

typically exist at well defined heights above the surface (corresponding to the possible bonding 

geometries). On the other hand, the OS species can show a significant distribution width, since 

they are not directly bonded to the surface atoms, but are only held by electrostatic, or van der 

Waals forces. Both the IS and OS typically exist within one or two nanometers height above the 

interface, which is in contrast to the large spread of the diffuse part (which could be up to tens of 

nanometers)[15]. 

The different structural characteristics of the above species pose different set of 

challenges in their measurements. Often, the characterization tool that best suits the measurement 
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of one species is not helpful in obtaining information about the other. Consequently, current 

understanding about the ion distribution has resulted from a wide array of theoretical and 

experimental approaches. X-ray based tools have been on the forefront in terms of direct 

measurements of the adsorbed ion structure[17-19]. Mineral surfaces have been a natural choice 

for studying ion adsorption, and various minerals studied include calcite, mica, orthoclase, rutile, 

quartz, alumina, and hematite[20-29]. These previous efforts have strengthened the physical 

picture described in this section, by providing evidence for the presence of specifically-adsorbed 

ions above the interface (i.e. IS species located at a particular site above the inteface). More 

recently, co-existence of IS and OS species has also been observed on mica, orthoclase, alumina, 

and hematite surfaces[20, 21, 26]. Efforts in this thesis are directed towards probing the ion 

distribution at the TiO2-electrolyte interface, and hence the next section is devoted to providing 

background about this system. 

 

1.4 Ion Interaction with the TiO2 – Electrolyte Interface 

 The applications of TiO2 are wide ranging, from preservation of ancient statues to 

potential use in spintronic devices[30]. TiO2 exists in three crystalline forms, Rutile, Anatase, 

and Brookite. Out of the three, the rutile form is the most stable phase[30]. Consequently, the 

previous studies on ion adsorption on TiO2 have been primarily based on the rutile form. From 

the perspective of understanding the ion distribution at the aqueous-mineral interfaces, rutile also 

offers the advantage that it has a simple structure compared to most other minerals. Bulk rutile  
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Figure 1.6: Rutile TiO2 bulk structure, and the most stable surface orientations. (A): The rutile 

bulk unit cell is a tetragonal structure, with dimensions, a=b=4.594 Å, and c=2.959 Å. (B): The 

(110) surface the most stable surface of rutile, as indicated by the Wulff-net construction based 

on calculations of surface energy. The facet that occupies the largest area (i.e., 110) indicates the 

most stable surface. Figure adapted from Reference [30]. 
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has a tetragonal structure, with a=b=4.594 Å, and c=2.959 Å, where the Ti atoms are 

octahedrally (six-fold) coordinated with the O atoms (Fig. 1.6)[31].  

The (110) surface of rutile is the most stable surface based on the Wulff construction 

(Fig. 1.6)[30, 32]. In vacuum, this surface is known to be terminated with a row of bridging 

oxygens (BO) protruding from the surface, which are attached to two Ti atoms on the surface 

plane. The surface also has a row of Ti atoms with a five-fold coordination (under-coordinated). 

When in contact with an aqueous environment, the six-fold coordination of these Ti are restored 

due to water (or hydroxyl) adsorption, giving rise to another row of protruding oxygens, called 

the terminal oxygens, or TO (Fig. 1.7). The rutile (110) surface is preferred for ion adsorption 

studies, because of its surface charging mechanism (discussed below) that allows an easy control 

of surface charge simply by changing electrolyte conditions.  

 Two models have been typically used to describe the charging behavior on the rutile 

(110) surface: the non-hydroxylated and the hydroxylated surface model[33]. Under the neutral 

charge conditions, the non-hydroxylated surface is described as the surface where none of the 

BO sites are hydroxylated, and the terminal oxygen exist as TiOH2 species from the adsorption 

of a water molecule above the five-fold coordinated Ti. In this case, the surface charge arises 

from de-protonation of the TiOH2 sites as the solution pH is increased. The neutral hydroxylated 

surface on the other hand is described as resulting from dissociative adsorption of water with the 

hydroxyl group adsorbing onto the five-fold coordinated Ti and the proton bonding to the BO 

sites, resulting in TiOH- and BOH+ species. In this case, the surface charge arises from the de-

protonation of the bridiging hydroxyl sites. Both the models agree in that the mechanism of 

surface charging on the rutile (110) surface is the protonation and deprotonation of the surface  
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Figure 1.7: Schematic of the (110) surface of rutile TiO2. Two rows of surface oxygens are 

present on the surface (when in contact with an aqueous electrolyte), the bridging (BO) and the 

terminal (TO) oxygens. The unrelaxed Ti-O plane is referred to as the surface plane. The 

tetragonal surface unit cell boundaries are highlighted by black lines. Six possible sites for inner-

sphere adsorption on the surface are shown, these include a tetra-dentate site (TD), three bi-

dentate sites (BOBO, BOTO, and TOTO), and two mono-dentate sites (Mono-BO and Mono-

TO). 
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oxygens (BO or TO). The surface charge can therefore be controlled simply by changing the 

solution pH, and this serves as an advantage in studying the rutile surface.  

Rutile has a point of zero net proton charge of pH 5-6, as observed by previous powder 

titration measurements[23, 34]. The surface is negatively charge in contact with aqueous 

solutions with pH higher than this limit, with an increase in the net negative charge with 

increasing pH. This makes it attractive to study cation adsorption on rutile, since the cations are 

naturally (electrostatically) attracted to the surface (and may also be adsorbed above the surface 

attached to the surface oxygens). Various cations that have been probed previously on the rutile 

surface include Rb+, Na+, Sr2+, Ca2+, Zn2+ and Y3+. Previous studies on ion adsorption at the 

rutile-electrolyte interface[29, 35-42] have involved both theoretical tools, such as molecular 

dynamics (MD) simulations[38], density functional theory (DFT) calculations[23, 43], and 

surface complexation models[35, 36, 42, 44-50], as well as experimental tools, such as x-ray 

reflectivity (XR)[25], x-ray standing waves (XSW)[22, 23], x-ray absorption spectroscopy (such 

as XAFS)[51, 52], and powder titrations[23, 34, 53-55]. 

 There are six possible sites of inner-sphere adsorption on the rutile surface (Fig. 1.7)[25]. 

These include a tetra-dentate site, where the adsorbed ion is bonded to four surface oxygens (two 

BOs and two TOs), three bi-dentate sites, where the ion is bonded to two surface oxygens 

(BOBO, TOTO, and BOTO), and two mono-dentate sites, where the ion is bonded to only one 

surface oxygen, either the BO or the TO. Each of these sites differ in terms of the vertical 

distance from the surface, which makes it possible to distinguish between them and predict the 

actual adsorption site even if only the one-dimensional interfacial structure normal to the surface 

is known.  
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 Previous XR and XSW studies revealed that various cations, including Rb+, Sr2+, and Y3+ 

adsorb as single inner-sphere species, occupying the tetra-dentate site[22, 23, 25]. The above 

three cations were located at heights of 3.44 ± 0.03 Å, 3.07 ± 0.07 Å, and 2.75 ± 0.07 Å above 

the surface respectively. The behavior of Zn2+ was however exceptional, and it was found to be 

adsorbing in two distinct inner-sphere sites, a mono-dentate site (above the BO site), and a bi-

dentate site (TOTO), based on the XSW measurements. Molecular dynamics (MD) simulations 

showed reasonable agreement with the experimental results, confirming the tetra-dentate site to 

be the primary adsorption site for most cations. In the case of Zn2+ however there were 

significant discrepancies between the x-ray and the simulations[23], although these were later 

resolved[24]. More recent MD simulations have raised numerous questions (discussed in next 

section) about the conventional picture of ion adsorption, and shown that the double layer 

structure on the rutile surface is yet to be fully understood.  

 

1.5 Unanswered Questions 

Recent molecular dynamics (MD) simulations[56] of ion adsorption at the rutile-

electrolyte interface have shown that in addition to the primary adsorption tetra-dentate site, 

there are also additional bi-dentate sites that form a significant fraction of various adsorbed 

cations, including Rb+, Na+, Sr2+, and Ca2+. These bi-dentate sites were not seen with previous 

experimental XR and XSW studies. This recent prediction has raised an important question about 

the ion distribution on the rutile surface: whether the condensed ions are occupying a single 
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inner-sphere (IS) site, as thought previously, or is the adsorption structure more distributed (i.e. 

multiple IS sites)?  

The MD simulations have also predicted that only a small fraction of the adsorbed cations 

(<10%) are adsorbed as outer-sphere (OS) species on rutile[56]. Recent cation adsorption studies 

at the mica-electrolyte interface using resonant anomalous x-ray reflectivity (RAXR) found that 

a significant proportion (>50%) of the divalent cations (Sr2+) adsorb as outer-sphere (OS) species 

on mica[20]. Similar OS species have also been recently detected on other mineral surfaces[21, 

26]. Previous XSW measurements on rutile showed that the Sr2+ distribution is largely 

unaffected by the presence of background electrolyte, thereby suggesting the absence of OS 

species[22]. However, the presence of a weakly bound OS species on the surface may not be 

visible to the XSW measurements. Therefore further measurements are needed to ascertain 

whether there are any OS adsorbed species on rutile or if all the condensed ions are bound only 

as IS species. 

The structural measurement of the diffuse part of the electrical double layer has remained 

a challenge, although the evidence of the presence of this part has existed since long ago[15] (the 

details about the difficulty in measuring the diffuse part are discussed in Chapter 5, for e.g. see 

Fig. 5.4). The only previous measurements of the diffuse part have been the demonstration by 

Bedzyk et al.[19], and later by Wang et al.[57]. Knowing what fraction of the total ions are 

present in the diffuse part vs. the condensed part, and understanding the factors that could affect 

this distribution is an important factor in several applications of the double layer phenomenon. In 

particular, this is especially important in electrochemical capacitors (EC) since numerous efforts 

have been aimed at increasing the energy density of ECs, and the diffuse ions are detrimental to 
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the energy density as they are located at further distances from the interface[58]. This thesis 

addresses the issues highlighted above, and aims to further the understanding of the ion 

distribution at liquid-solid interfaces. The next section gives a synopsis of the work presented 

ahead in the thesis. 

 

1.6 Overview of this Thesis 

A background of the various experimental techniques used in this study, namely, crystal 

truncation rod (CTR), resonant anomalous x-ray reflectivity (RAXR), multi-layer x-ray 

reflectivity (ML-XR), and multi-layer x-ray standing waves (ML-XSW), is provided in Chapter 

2. This chapter also describes the typical experimental setup used during the measurements 

reported in the thesis. 

Chapter 3 reports the vertical distribution of cations (Rb+ and Sr2+) at the rutile TiO2-

electrolyte interface as measured using CTR and RAXR, at dilute ion concentrations. The effect 

of a background electrolyte (Na+) on the Sr2+ distribution is also investigated in this chapter (as 

an indirect probe of any outer-sphere species, in addition to the direct probe by measuring the ion 

structure using RAXR). Comparison between the observed results and the previous theoretical 

predictions aims to bring a better understanding of the ion adsorption at the rutile-aqueous 

interface.  

A new model-independent way of long period XSW analysis is reported in Chapter 4. 

This formalism is derived for XSW in an absorbing medium, for the case of a specular reflection. 

The applicability of this formalism extends to various reflection geometries including simple x-
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ray mirrors, and multi-layers. The formalism is demonstrated by extracting the 1-D profile of Ti 

normal to the surface for a TiO2/Si/Mo tri-layer on a Si substrate using the Ti-Kα fluorescence 

yield measured in air and under an aqueous electrolyte. 

In Chapter 5, the adsorption behavior of a nano-film of titania is investigated with 

relevance to applications in electrochemical capacitors (EC). Ion coverages and distribution 

observed on the nanofilm using x-ray fluorescence (XRF) and long period XSW are used (in 

conjunction with the results of surface titrations and predictions of a multi-site complexation 

model) to highlight how the novel characteristics shown by the nanofilm compared to rutile TiO2 

can be attractive for ECs.   

The ongoing and future work relevant to this thesis is mentioned in Chapter 6, separated 

in two segments. The first segment describes the XR and XSW measurements conducted on a 

Si/Mo periodic multi-layer (PML). Results concerning the characterization of the multi-layer 

structure, as well as measurements of ion (Rb+) fluorescence yields under different electrolyte 

conditions are reported. Future challenges with this project are also highlighted. The second 

segment of this chapter presents the feasibility of using a cavity-array structure to measure the 

diffuse part of ion distribution. It demonstrates through simulations that model-independent 

reconstruction of the diffuse ion profile inside the cavities is possible using resonant and non-

resonant x-ray reflectivity. A summary of the thesis work is presented in the final chapter 

(Chapter 7).  
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Chapter 2 : Experimental Techniques and Setup 

2.1 Crystal Truncation Rod (CTR) X-ray Reflectivity 

2.1.1 Basics of Surface X-ray Diffraction 

In the limit of weak scattering, or the kinematical approximation, the amplitude 

(complex) of x-rays scattered from a system, is proportional to the so called structure factor of 

the electron density distribution, ߩሺ࢘ሻ, within the system[59-61]. The structure factor, ܨሺࡽሻ, 

which is the Fourier transform of ߩሺ࢘ሻ, is given by,  

ሻࡽሺܨ ൌ න  ሺ2.1.1ሻ                                                                                                                     ࢘݀ ࢘.ࡽ ሻ ݁࢘ሺߩ

Here ࢘  denotes the position vector, and, ࡽ ൌ ࡾ െ ࡵ , is the wave-vector transfer (or the 

momentum transfer), where ࡵ and ࡾ are the incident and reflected wave-vectors respectively. 

In vacuum, the magnitude of the wave-vector is given by, ݇ ൌ ߣ/ߨ2 , where λ is the x-ray 

wavelength. 

 The condition of diffraction from a crystalline lattice is given by the constructive 

interference of the waves scattered from different scatterers (atoms) within the lattice. In general, 

this condition is given by the Laue equation, which state that in a diffraction experiment, a 

maxima in the scattered intensity is obtained whenever the wave-vector transfer Q becomes 

equal (in orientation and magnitude) to a reciprocal lattice vector[61, 62]. In case of a 3D infinite 

lattice, scattering is therefore confined to delta functions in reciprocal space, centered at, 

ࡽ ൌ כࢇ ܪ  כ࢈ ܭ   are the reciprocal lattice vectors corresponding to כࢉ and ,כ࢈ ,כࢇ where ,כࢉ ܮ
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the primitive vectors of the real space (࢈ ,ࢇ, and ࢉ), and H, K and L are integers. The reciprocal 

lattice vector כࢇ is defined as having an orientation along ࢈ ൈ  and a magnitude ,(cross product) ࢉ

given by כࢇ. ࢇ ൌ  For a lattice with the primitive vectors normal to each .[62](dot product) ߨ2

other, ܽכ ൌ  .ܽ/ߨ2

For a crystal with a surface (i.e., a finite size in one direction, e.g. a cleaved crystal), 

scattering is no longer confined only to the delta functions mentioned above for the case of 3D 

infinite lattice. Rather, rods of intensities are produced (in reciprocal space) which are 

perpendicular to the surface and run through the Bragg peaks. These are called the crystal 

truncation rods or CTR[59]. This can be explained in terms of the structure factor, by writing the 

electron density distribution, ߩሺݎሻ, for a lattice which is truncated along the Z direction, as 

ሻݎሺߩ ൌ  ሻݖሺݏ ሻଷ is the density distribution for the 3D infinite lattice, andݎሺߩ ሻ, whereݖሺݏ  ሻଷݎሺߩ

is a step function centered at the surface. The structure factor can now be written as, ܨሺܳሻ ൌ

ሻଷሿݎሺߩሾ ܶܨ ٔ ሻሿݖሺݏሾܶܨ , following the convolution theorem, where FT denotes Fourier 

transform, and ٔ is the convolution operator[60, 61]. While ܶܨ of ߩሺݎሻଷ is a series of delta 

functions centered at the Bragg peaks (e.g. ܳ௭ ൌ ܽ/ߨ2 ܮ ), the ܶܨ  of ݏሺݖሻ  is proportional to 

1/݅ܳ௭, where ܳ௭ is the Z component of the wave-vector transfer. The convolution of the FT of 

these two functions leads to a non-zero intensity even away from the Bragg peaks. While the 

intensity is still maximum at the Bragg peaks, it varies as 1/ܳ௭
ଶ away from the peaks reaching 

minimum value half-way between two Bragg peaks, at the so called anti-Bragg points (e.g. 

ܳ௭ ൌ  ,for odd integer L). The shape of the CTR, particularly away from the Bragg peaks ,ܽ/ߨ ܮ

is very surface sensitive, and this makes CTR a valuable tool in studying the surface structure 
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Figure 2.1: X-ray reflectivity to probe the structure near a crystal-electrolyte interface. The 

interfacial region that can extend over a few nanometers in height includes relaxations and 

reconstructions of the crystal surface, as well as the ordering of the fluid due to adsorption of 

water or ionic species near the surface. The x-ray reflectivity analysis can be simplified by 

separating the system into the bulk region, i.e., bulk crystal and bulk electrolyte, and the 

interfacial region whose structure is to be determined, as described previously(Reference[17]). 
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(such as termination, and relaxations), adsorbates on the surface, and also the interfacial structure 

when this surface is in contact with another medium, such as an electrolyte (Figs. 2.1 and 2.2).  

2.1.2 Probing the Crystal-Electrolyte Interface 

Of particular interest is the crystal-electrolyte interfacial system, such as a mineral-water 

interface (Fig. 2.1). In this case the total structure factor of the system ்ܨ can be divided into the 

following components, as described previously[17, 18], 

ሺܳሻ்ܨ ൌ ௨ି௬௦௧ሺܳሻܨ  ூ௧ሺܳሻܨ    ௨ି௧௬௧ሺܳሻ                                        ሺ2.1.2ሻܨ 

Here ܨ௨ି௬௦௧ denotes the structure factor of the semi-infinite bulk crystal, ܨ௨ି௧௬௧ 

is the structure factor of the semi-infinite bulk electrolyte layer, and ܨூ௧ is the structure 

factor of the interfacial region corresponding to the relaxed unit cells near the crystal surface, and 

any adsorbate species, such as adsorbed water or ion layers (Fig. 2.2). In the above eqn. the 

squared total structure factor ሺi. e. ,  ሺܳሻ|ଶሻ can be obtained from the measured CTR data (as்ܨ|

described in section 2.1.3), and the interfacial structure can then be obtained by comparing the 

measured |்ܨሺܳሻ|ଶ with model calculated values.   

The structure factor of the bulk crystal is calculated using the relation, ܨ௨ି௬௦௧ ൌ

-்ோ, which is based on the fact that the truncated crystal can be represented as a semiܨ ܨ 

infinite array of a repeating unit cell. Here ܨ is the structure factor of the unit cell, and ܨ்ோ is 

the CTR-form factor[17]. For the case of specular scattering, Q is oriented along the Z direction, 

and ܨ்ோ is given simply by, ܨ்ோ ൌ ଵ
ଵିష ೂ , where ܿ denotes the lattice spacing of the crystal in 
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Figure 2.2: Crystal truncation rod (CTR) measurement and interfacial structure. The specular 

CTR measurement involves recording the surface scattered intensities as a function of 1-D 

momentum transfer, Q (shown in A). For a non-resonant measurement, the incident x-ray energy 

is far away from the absorption edge of all the elements in the system. The measured reflectivity 

is proportional to the squared structure factor (referred to as the FNR, or non-resonant structure 

factor), which is the Fourier transform of the vertical electron density distribution (ρT) within the 

system (shown in B).  
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the Z direction[17]. The unit cell structure factor is given by, ܨ ൌ ∑  ݁ିభߠ

మ ொమ ௨ೕ
మ  ݁ ொ ௭ೕ , where 

,ߠ  denote the occupancy, vibrational amplitude, and position respectively of an atom in ݖ and ݑ

the unit cell, and the summation is over all the atoms in the unit cell. ܨூ௧ is calculated in 

the same way (i.e., the same expression described above for ܨ), except only the near-surface 

region that is expected to relax is included in the summation, for e.g., one or two unit cells below 

the interface. ܨூ௧ also includes the contribution from adsorbed water, and any adsorbed 

ion layers. The structure factor of bulk electrolyte layer, ܨ௨ି௧௬௧ , can be calculated 

either using a featureless model (i.e., an error-function), or using a layered fluid model as 

described previously[18].  

2.1.3 Obtaining Structural Information from Measured Data 

 The first step in obtaining structural information from the measured CTR data is to obtain 

the net scattered intensity (i.e., the total integrated intensity minus any background that could be 

due to sources such as diffuse scattering) of the scattered x-rays corresponding to a reflection 

condition Q. This can be obtained using a 2D detector, such as a CCD detector[63] (the 

integrated intensity can also be obtained with a point detector by measuring a rocking scan 

around any reflection condition, Q, where the sample is rotated around the reflection condition, 

while the detector is held fixed). The procedures for obtaining integrated and background 

subtracted scattered intensities using a CCD detector have been described in detail 

previously[63]. 

 The second step involves converting the net scattered intensity into absolute reflectivity 

(ܴ௦ ) of the crystal-aqueous system. The net scattered intensity should be normalized by 
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extrinsic transmission factors corresponding to transmission of x-rays through any filters used 

during the experiment and through the path traversed by x-rays in air before reaching the 

detector, to obtain the intrinsic scattered intensity. The reflectivity is then obtained by 

normalizing the intrinsic scattered intensity by the incident flux which can be measured using an 

ion chamber placed upstream of the sample during the measurements. The measured ion 

chamber signal in counts/second should be converted to x-ray photons/second in order to 

calculate the reflectivity in absolute units.  

 The third step involves obtaining the squared intrinsic total structure factor, ்ܨሺܳሻ, of the 

crystal-electrolyte interface from the measured absolute reflectivity. This can be done using the 

relation below[17], 

ሺܳሻ|ଶ்ܨ| ൌ  
ܴ௦

ቀ ݎ ߨ4
௨ܣ ܳ

ቁ
ଶ

 ܶሺܳሻ |ܤሺܳሻ|ଶ
                                                                                        ሺ2.1.3ሻ  

Here ݎ = 2.818 x 10-5 Å is the classical electron radius, and ܶሺܳሻ is the transmission of x-

rays through the sample cell (i.e. the bulk electrolyte film above the sample surface, as well as 

the plastic film, e.g. Kapton, used to enclose the electrolyte, in the thin-film sample cell 

arrangement). The factor |ܤሺܳሻ|ଶ denotes the reduction in reflectivity due to the roughness on 

the crystal surface. The surface roughness can be modeled as a β-factor described previously 

(where the nth partially occupied layer above the ideally flat surface has an occupancy of 

ሺܳሻ|ଶ is equal to ሺଵିఉሻమܤ| ,)[64]. For the β-factor roughness modelߚ

ଵାఉమିଶఉ ୡ୭ୱ ሺொሻ
, where c is the 

spacing between the partially occupied layers[64]. Once |்ܨሺܳሻ|ଶ is known (using eqn. 2.1.3), 

the interfacial structure can be obtained using a model-dependent analysis using eqn. 2.1.2. 
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Further details about the model-dependent analysis of the CTR data are provided in Chapter 4, 

where the technique is applied to the rutile TiO2-electrolyte interface.  

 

2.2 Resonant Anomalous X-ray Reflectivity (RAXR) 

2.2.1 Brief Introduction 

Resonant anomalous x-ray reflectivity or RAXR makes use of the energy dependence of 

the atomic scattering factor at x-ray energies near the absorption edge of the element of interest 

to specifically probe elemental distribution[27, 65]. In an RAXR experiment, the reflectivity of 

the sample is measured as a function of incident x-ray energy in the vicinity of the absorption 

edge of the element to be probed, at a fixed wave-vector transfer (ܳ). Such spectra are collected 

at a series of ܳ values, in order to enable a direct imaging of the elemental profile. Unlike 

conventional scattering methods, where the only information that is measured at different Q 

values is the modulus squared of the structure factor (reflectivity), the RAXR technique includes 

also the phase information in the energy spectra. When the total electron density profile is known 

(from separately measured reflectivity vs. Q, measured at incident energy far away from the 

absorption edge of the element), the RAXR enables direct retrieval of the amplitude and phase of 

the structure factor of the resonant species. Fourier inversion of these amplitudes and phases 

corresponding to the different ܳ, gives the structure of the resonant species[65]. 
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Figure 2.3: Resonant anomalous x-ray reflectivity (RAXR) technique to measure the distribution 

of a specific element at the liquid-solid interfaces. The non-resonant crystal truncation rod (CTR) 

measurement yields the total electron density variation (black line in D), following a 

conventional model based analysis. The RAXR measurements (shown in B) that involve 

recording scattered intensities as function of incident x-ray energy at a fixed Q=Q0 (and the 

knowledge of element’s anomalous dispersion terms shown in C) reveal information about the 

specific structure of the element of interest (blue distribution in D). 
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2.2.2 Fundamentals of RAXR 

The form factor of an atom, ݂ሺܳሻ , is simply the Fourier transform of the electron 

density distribution within the atom, and is a function of the scattering angle (or the wave-vector 

transfer, Q). The precise x-ray scattering amplitude of the atom, however, includes the effect of 

absorption of x-rays as they pass through the atom, and the fact that electrons are not free but 

rather bound to the atom. These effects are particularly important near the absorption edge, and  

can be included as energy dependent corrections (also known as anomalous dispersion terms) to 

the atomic scattering factor, ݂ሺܳ,  ,ሻ[60]ܧ

݂ሺܳ, ሻܧ ൌ ݂ሺܳሻ   ݂ ′ሺܧሻ  ݂݅ ′′ሺܧሻ                                                                                                ሺ2.2.1ሻ 

Here ݂ ′ሺܧሻ and ݂ ′′ሺܧሻ are the energy dependent corrections to the real and imaginary part of the 

atomic scattering factor respectively (the Q-dependence of these terms is typically negligible), 

and ݂ሺܳሻ is the scattering factor when the anomalous terms are negligible (i.e., at energies far 

away from the absorption edge). 

 The reflectivity of a system (such as an oxide-electrolyte interface) is proportional to the 

square of the total structure factor of the system. When the incident x-ray energy is far away 

from the absorption edge of all the elements in the system, the dispersion terms (݂ ′ and ݂ ′′) are 

negligible, and the total structure factor of the system, also called the non-resonant structure 

factor, ܨேோሺܳሻ, can be written as[65], 

ேோሺܳሻܨ ൌ   ݂ߠ
ሺܳሻ ݁ ொ ௭ೕ ݁ି ଵଶ ఙೕ

మ ொమ



 ൌ  ேோሺܳሻ ݁ ఃಿೃ                                                       ሺ2.2.2ሻܣ 
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Here ߠ , and ߪ  denote respectively the occupancy and width (rms) of the jth atom with form 

factor ݂
ሺܳሻ, and located at position  ݖ.  The summation is over all the atoms in the system (i.e. 

not just the element of interest). ܣேோ  and ߔேோ  denote the amplitude and phase of the non-

resonant structure factor respectively.  

 At the incident x-ray energies close to the absorption edge of any specie in the system, 

however, the dispersion corrections ݂ ′ and ݂ ′′ of that specie must be included in its atomic form 

factor, and the total structure factor in this case if given by[65], 

,ሺܳܨ ሻܧ ൌ  , ݂ሺܳߠ ሻ ݁ ொ ௭ೕ ݁ି ଵଶ ఙೕܧ
మ ொమ



                                                                                      ሺ2.2.3ሻ 

Here ݂ሺܳ,  ሻ is the atomic scattering factor described in eqn. 2.2.1, and includes the anomalousܧ

dispersion terms. The above expression for ܨሺܳ,  ሻ can be separated into the non-resonant andܧ

the resonant components[65], 

,ሺܳܨ ሻܧ ൌ   ݂ߠ
ሺܳሻ ݁ ொ ௭ೕ ݁ି ଵଶ ఙೕ

మ ொమ



  ൣ ߠ ݂
′ሺܧሻ   ݅ ݂

′′ሺܧሻ൧ ݁ ொ ௭ೖ ݁ି ଵଶ ఙೖ
మ ொమ



                       

               ൌ ேோሺܳሻܨ  ܨோሺܳ,  ሻ                                                                                                           ሺ2.2.4ሻܧ

Here ܨோሺܳ,  ሻ is the structure factor of the resonant species. Notice that the summation k is onlyܧ

over the resonant atoms, while the summation j is over all the species in the system. If the x-ray 

energy is such that the anomalous dispersion of only one kind of species is significant, the 

resonant structure factor can be written as[65],  
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,ோሺܳܨ ሻܧ ൌ ሾ݂ ′ሺܧሻ  ݂݅ ′′ሺܧሻሿ    ݁ ொ ௭ೖ ݁ି ଵଶ ఙೖߠ
మ ொమ



ൌ ሾ݂ ′ሺܧሻ  ݂݅ ′′ሺܧሻሿ ܣோሺܳሻ ݁ ఃೃ    ሺ2.2.5ሻ 

Here ܣோ  and ߔோ  denote the amplitude and phase respectively of the structure factor 

corresponding to the distribution of the resonant element.  

 Since in an RAXR experiment, the energy spectra (i.e. reflectivity vs. energy) is 

measured at a fixed Q, we denote it by Q0 (Fig. 2.3). The measured RAXR intensity which is 

proportional to the magnitude squared of ܨሺܳ, -ሻ, can be normalized to the intrinsic nonܧ

resonant reflectivity to obtain[65], 

ቤ
,ሺܳܨ ሻܧ
ேோሺܳሻቤܨ

ଶ

ൌ 1  ห݂ ′ሺܧሻ  ݂݅ ′′ሺܧሻหଶ  ቈ
ோሺܳሻܣ

ேோሺܳሻܣ
ଶ

 2 ቈ݂ ′ሺܧሻ 
ோሺܳሻܣ

ேோሺܳሻܣ cosሾߔேோሺܳሻ െ ோሺܳሻሿߔ

 2 ቈ݂ ′′ሺܧሻ 
ோሺܳሻܣ

ேோሺܳሻܣ sinሾߔேோሺܳሻ െ  ோሺܳሻሿ                                                ሺ2.2.6ሻߔ

  

The above equation gives insight into the fact that the shape of the measured RAXR spectra is 

sensitive to the phase difference ߔேோሺܳሻ െ  ோሺܳሻ, and it therefore depends on the resonantߔ

atom location for a known ߔேோሺܳሻ. [65]. The magnitude of the modulation in the RAXR 

spectra, on the other hand depends on the relative size of ܣோሺܳሻ with respect to ܣேோሺܳሻ, and 

therefore depends on the coherent coverage of the resonant element distribution at any ܳ (i.e., it 

depends on the total elemental coverage and the distribution width)[65].  
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2.2.3 Data Analysis 

The analysis of the RAXR data requires the knowledge of the complex non-resonant 

structure factor, i.e. ܣேோሺܳሻ and ߔேோሺܳሻ, which can be obtained from the analysis of the non-

resonant reflectivity data (i.e., based on the model of total electron density profile that best 

explains the non-resonant reflectivity). The anomalous dispersion terms can be obtained by 

measuring the x-ray absorption spectra for the element of interest (for e.g. by measuring x-ray 

transmission vs. energy) which yields ݂ ′′ሺܧሻ , and using the difference Kramers-Kronig 

relationship[66] to obtain ݂ ′ሺܧሻ. Once the complex ܨேோሺܳሻ and the anomalous dispersion terms 

are known, the RAXR spectra can be fit in a model-independent way, based on eqn. 2.2.6 to 

obtain a ܣோሺܳሻ  and a ߔோሺܳሻ  corresponding to the spectrum measured at ܳ . Each of the 

measured spectra can be fit separately to obtain an amplitude and phase for that spectrum[65]. 

This set of amplitudes and phases can then simply be Fourier transformed according to eqn. 

below to obtain the distribution of the element of interest, 

ሻݖሺߩ ൌ
1

ோ൫ܳ,൯  ݁ ఃೃ൫ொబ,ೕ൯  ݁ିொబ,ೕ ௭  ∆ܳ, ቅܣቄ ߨ2


                                                                 ሺ2.2.7ሻ 

Here ߩሺݖሻ is the distribution of the element of interest normal to the surface, ܳ, denotes the ܳ 

value for the jth energy spectra, and ∆ܳ denotes the difference in ܳ between the different energy 

spectra.  

 A model based analysis of the RAXR data can be conducted by performing a 

simultaneous fit of the complete set of measured spectra. In this case the resonant structure factor 

is calculated based on the assumed model, i.e., using eqn. 2.2.5, and eqn. 2.2.6 is then used to fit 
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the normalized RAXR data. Here, ߠ ݖ ,  and ߪ  that represent the kth layer of the resonant 

element distribution are used as fit parameters. The resonant element distribution obtained from 

the model based analysis should be compared with the model-independently obtained profile to 

check for consistency between the two approaches. This is important as the model-independently 

retrieved profile can have several artifacts that arise as a result of the Fourier transform of the ܣோ 

and ߔோ  at discrete ܳ  values. For example, the model-independently obtained profile can be 

resolution limited when the distribution widths are smaller than the resolution of the 

experiment[65]. The experimental resolution is given by, గ
ொೌೣ ି ொ

, where ܳ௫ and ܳ  

denote the high and low ܳ range of the set of the measured RAXR spectra. The real-space range 

over which the profile can be model-independently recovered (also called the Fourier window) 

from the RAXR data is given by ଶగ
∆ொ

, where ∆ܳ denotes the sampling frequency of the spectra. 

 

2.3 Multilayer X-ray Reflectivity  

2.3.1 Reflection from a Single Interface 

When an x-ray plane wave passing through a medium 1 (with refractive index ݊ଵ ) 

encounters an interface with a different medium (medium 2, with refractive index ݊ଶ), the wave 

is split into a wave that transmits into the medium 2, and a wave that reflects back into the 

medium 1 (Fig. 2.4). From the boundary conditions of the wave-fields at the interface, two 

important relations concerning the incident, reflected and transmitted waves and the media 

properties, can be derived[60], 
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Figure 2.4: Reflection and transmission of x-rays at an interface between two semi-infinite 

media. Here, a vacuum-substrate interface is depicted. The incident and reflected wave-vectors 

are denoted by  and 
 respectively, while the transmitted wave-vector inside the substrate is ࡾ

denoted by   . Since ݊ଶ  ݊ଵ  for x-rays, we have ߠଶ ൏ ଵߠ , following Snell’s law. The 

momentum transfer ࡽ  is along the surface normal direction for the specular reflection 

geometry.  
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݊ଵ  cos ଵߠ ൌ ݊ଶ  cos ଶߠ                                                                                                                          ሺ2.3.1ሻ 

ଵ,ଶݎ
ி ൌ

݊ଵ  sin ଵߠ െ ݊ଶ  sin ଶߠ

݊ଵ  sin ଵߠ  ݊ଶ  sin ଶߠ
                                                                                                              ሺ2.3.2ሻ 

The first relation above is known as the Snell’s law, which shows that the wave-vector 

component parallel to the interface remains unchanged as the wave transmits from one medium 

to the other. The second relation gives the Fresnel reflection coefficient, ݎଵ,ଶ
ி , which is the ratio of 

the reflected wave amplitude (complex) to the incident wave amplitude[60]. Here ߠଵ  and ߠଶ 

denote the angle between the travelling wave and the interface in medium 1 and 2 respectively. 

The refractive index of a medium is a complex quantity, given by, ݊ ൌ 1 െ ߜ െ   .ߚ݅

2.3.2 Reflection from a Film of Finite Thickness 

Here we are interested in the expression for reflectivity from a film of finite thickness on 

a semi-infinite substrate. This is required to obtain the more general expression for reflectivity 

from a multi-layer derived in the next section. Consider the case of media 1, 2, and 3 where 

medium 2 represents the film with finite thickness, and media 1 and 3 are semi-infinite extending 

above and below the medium 2 respectively. In this case, the reflectivity at the medium 1 - 

medium 2 interface is not given simply by the Fresnel coefficient described previously as it 

would be if the medium 2 were semi-infinite. This is because the wave transmitted into the film 

(second medium) experiences multiple scattering from the interfaces above and below the film 

which must be included to obtain the correct reflection coefficient referred to as ݎଵ,ଶ
 , where D 

stands for dynamic to emphasize the inclusion of multiple reflections (as opposed to the 

kinematical limit, where these events are ignored). It can be shown that ݎଵ,ଶ
  is given by[60],  
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ଵ,ଶݎ
 ൌ

൫ݎଵ,ଶ
ி  ݎଶ,ଷ

ி ଶ 
ଶ൯

൫1  ݎଵ,ଶ
ி ଵ,ଶݎ 

ி ଶ 
ଶ൯

                                                                                                                       ሺ2.3.3ሻ 

Here ଶ ൌ  ݁ ೂమమ
మ  is the phase-factor that takes into account the phase-retardation and amplitude 

attenuation of the wave as it travels through the thickness ݐଶ of the film. ܳଶ represents the wave-

vector transfer inside the film.  

2.3.3 Reflection from a Multilayer 

The expression for the reflectivity coefficient from a multi-layered system can be derived 

using the Fresnel coefficients for the individual interfaces and taking into account the multiple 

reflections within each of the finite layers (Fig. 2.5). Consider now a system of N media, where  

the first and the Nth media are semi-infinite, while all other media (2 to N-1) are finite in 

thickness. In this case, the reflection coefficient at the top interface, or ݎଵ,ଶ
  can be calculated 

using the Parratt’s recursive formalism[60, 67, 68]. In this formalism, first the reflection 

coefficient at bottom-most interface (between media N-1 and N) is calculated, which is simply 

the Fresnel coefficient, since the Nth layer is semi-infinite. Then the reflection coefficient at each 

interface up is calculated from the reflection coefficient at the interface below, using the relation 

in eqn. 2.3.3. This process is iterated until the reflection coefficient at the top-most interface is 

obtained. In this thesis, a modified form of Parratt’s formalism is used, where the roughness of 

each interface is taken into account by multiplying the Fresnel reflectivity coefficient at that 

interface with a Debye-Waller type factor (below) based on the rms-width of the interface. 

The following notations are used in the equations below. Layer number is denoted by 

subscript j (j=1 to N), interface number is denoted by j-1,j (the interface between j-1 and jth  
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Figure 2.5: Reflection and transmission of x-rays at the various interfaces in a multi-layer 

sample. The calculation of reflection coefficients at these interfaces (except the interface 

between the N-1 and Nth layers) should include multiple reflection components inside the 

different layers, especially for low angles of incidence. These reflection coefficients can be 

calculated using Parratt’s recursive formalism. The momentum transfer inside the jth layer is 

given by, ܳ ൌ 2 ݇ sin ߠ, and is a complex quantity for all layers (except for the top vacuum 

layer).   
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layers). For the jth layer, ݊ is the refractive index, ݇ is the complex wave-vector in that layer, ߠ 

is the incident angle (from the interface) inside that layer, ܳ is the momentum transfer, and ݐ is 

the layer thickness. For the interface between j-1 and jth layer, ߪିଵ, is the interfacial roughness, 

ିଵ,ݎ
ி  is the Fresnel reflection coefficient, and ݎିଵ,

  is the (dynamical) reflection coefficient 

based on Parratt’s formalism. The real and imaginary parts of a complex number are denoted by ' 

and '' respectively. In the jth layer, we have, 

݊ ൌ 1 െ ߜ െ                                                                                                                                  ሺ2.3.4ሻߚ ݅ 

݇ ൌ  ݊  
ߨ2
ߣ                                                                                                                                              ሺ2.3.5ሻ 

sin ߠ ൌ  ඨ1 െ ቆ
݊ଵ

݊
ଵቇߠݏܿ 

ଶ

                                                                                                             ሺ2.3.6ሻ 

ܳ ൌ 2 ݇  sin ߠ                                                                                                                                     ሺ2.3.7ሻ 

 The reflection coefficient at the interface between medium j-1 and j, referred to as , ݎିଵ,
 , 

can be expressed by the two equations below,  

ିଵ,ݎ
 ൌ ିଵ,ݎ

ி , for j ൌ N                                                                                                                      ሺ2.3.8aሻ 

ିଵ,ݎ
 ൌ

ቀೕషభ,ೕ
ಷ ା ೕ,ೕశభ

ವ  ೕ
మቁ

ቀଵା ೕషభ,ೕ
ಷ  ೕ,ೕశభ

ವ  ೕ
మቁ

, where,  ൌ ݁ 
ೂೕೕ

మ , for j ൌ 1 to N െ 1                                            ሺ2.3.8bሻ  

Here, ݎିଵ,
ி  is given by the following relation, 
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ିଵ,ݎ
ி ൌ

൫ܳିଵ െ  ܳ൯
൫ܳିଵ   ܳ൯

 ݁ି ଵଶ ఙೕషభ,ೕ
మ   ொೕషభ

′  ொೕ
′
                                                                                            ሺ2.3.9ሻ 

 

2.4 Long Period X-ray Standing waves  

2.4.1 XSW Introduction 

Since the first demonstration forty years ago that X-ray standing waves (XSW) can be 

used to determine the location of impurity atoms in single crystals[69], the technique has been 

applied to measure the distribution of specific elements near or within complex structures 

including synthetic[70, 71] and natural crystals[72, 73], surfaces[74-77], thin films[78] and 

multilayers[79-82], and fluid-crystal interfaces[23, 83, 84]. The target atomic species are 

selected via characteristic X-ray fluorescence (XRF), or photoelectron or Auger signals.  

The XSW has been utilized in various configurations, shown in Fig. 2.6, including 

diffraction from bulk crystals (Bragg single crystal XSW)[85], total-external reflection from x-

ray mirrors (TR or TER XSW)[86, 87], and reflection from periodic multilayer (PML XSW)[79-

82]. These techniques have differing sensitivities and strengths. For the Bragg single crystal case 

the XSW period is equivalent to the diffraction-plane spacing. As such, it is ideal for locating 

elemental structures and distributions that are correlated to the substrate lattice with sub-

Angstrom resolution. When applied to interfaces, it is most readily applied to distributions that 

occur within one lattice spacing of the surface because of the modulo-d ambiguity[74] arising 

from the fact that the measurements are made only at the Bragg diffraction condition defined by 

the crystal lattice.  At much smaller scattering angles (2θ), the TER and PML cases generate a  
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Figure 2.6: X-ray standing waves (XSW) generated in various geometries. XSW results from the 

interference between incident and reflected waves. A strong reflected wave can result either 

through Bragg diffraction from a single crystalline lattice (Bragg-XSW), or through total 

external reflection from an x-ray mirror (TER-XSW). The strong reflectivity around the Bragg 

peaks of a multi-layer can also be utilized to generate standing waves (ML-XSW). TER and ML 

modes offers the advantage of long XSW periods at low angles (since XSW period D=2π/Q). 
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so-called “long-period” XSW with a period D=ߣ/(2sinθ) that is much longer and can vary 

continuously; thereby providing sensitivity to extended elemental 1D distributions that are much 

broader and are located further above the reflecting surface.  

2.4.2 XSW inside a Thin Film 

When an x-ray plane wave is reflected from an interface between any two media, a 

standing wave is formed above the interface as a result of superposition of incident and reflected 

electric fields (E-fields)[74, 85]. Now consider the case of a thin film on a substrate (Fig. 2.7). 

The topmost vacuum layer is called medium 1, the thin film is medium 2, and the substrate is 

medium 3. The refractive indices n2 and n3, are given by, ݊ ൌ 1 െ δ െ i β୨ (while ݊ଵ ൌ 1) . X-

rays reflected from the 2,3 interface (referred to as ‘the interface’ in this derivation) result in 

standing wave formation inside the medium 2. The total E-field inside medium 2 can be written 

as, 

ଶࢿ 
்ሺ࢘, ሻݐ ൌ ,࢘ଶሺࢿ ሻݐ  ଶࢿ

ோሺ࢘, ሻݐ ൌ ఠ௧ሻ – ࢘  . మଶ ݁ି ሺࡱ  ଶࡱ
ோ ݁ି ൫మ

ೃ .  ࢘ – ఠ௧൯                                  ሺ2.4.1ሻ 

 where ࡱଶ and ࡱଶ
ோ  denote respectively the complex amplitude of the incident and reflected E-

fields just above 2,3 interface (at z=0), and ଶ and ଶ
ோ denote the incident and reflected wave-

vectors respectively. The magnitude of both the wave-vectors is given simply by ݇ଶ ൌ

 ଶπ
λ

൫1 െ δଶ െ i βଶ൯. If ݎଶ,ଷ
  is the complex reflectivity coefficient at the 2,3 interface (=ߝଶ

ோ/ߝଶ , 

which is simply the Fresnel coefficient in this case since the medium 3 is semi-infinite), we have, 

ଶࢿ
்ሺ࢘, ሻݐ ൌ ఠ௧ሻ  ൣ1 – ࢘  .మଶ ݁ି ሺࡱ  ଶ,ଷݎ

  ݁ି ࡽ .  ࢘൧                                                                             ሺ2.4.2ሻ 
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Figure 2.7: Long period x-ray standing waves (XSW) generated by interference between 

incident and specularly reflected x-rays. The case shown is of a film (refractive index n2) on a 

substrate (refractive index n3). The incident and reflected waves are shown in blue and magenta 

respectively, while the XSW antinodes are shown in black. The XSW is generated both in 

vacuum, as well as within the film (because of the presence of the reflection from the film-

substrate interface).  
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 where ࡽ ൌ ଶ

ோ െ  ࡽ ,ଶ is the wave-vector transfer in the medium 2. By the law of reflection

is oriented along the surface normal direction, and ࡽ.  is the height above the ݖ where ,ݖ ଶܳ = ࢘

2,3 interface. The complex quantity ܳଶ  is described as, ܳଶ ൌ ܳଶ
′ െ ݅ܳଶ

′′ . The total E-field 

intensity in medium 2, normalized to the incident E-field intensity in vacuum, can now be 

written as,  

,ଶሺܳଶܫ ሻݖ ൌ
ଶࢿ|

்|ଶ

ଵ|ଶܧ| ൌ
ଶሺܳଶሻ|ଶܧ|

ଵ|ଶܧ|  ݁ା ொమ
′′௭  ห1  ଶ,ଷݎ

  ݁ି ொమ ௭หଶ                                                          ሺ2.4.3ሻ  

Here the factor ݁ା ொమ
′′  ௭  represents the attenuation of the incident wave in the second medium that 

includes both the linear absorption as well as extinction (i.e. attenuation of the evanescent wave 

that occurs for incident angles below the critical angle). Therefore ܳଶ
′′  is an effective linear 

absorption coefficient.  

2.4.3 XSW inside a Multi-Layer 

 For a multi-layered system, consisting of N layers (where layer 1 and N are semi-

infinite), the total electric field intensity in the jth layer can be written in terms of the height zj 

above the interface between the jth and j+1th layer, 

,൫ܳܫ ൯ݖ ൌ |ாೕሺொೕሻ|మ

|ாభ|మ  ݁ା ொೕ
′′௭ೕ  ห1  ,ାଵݎ

  ݁ ொೕ ௭ೕหଶ                                                                            ሺ2.4.4ሻ  

Here, |ܧሺܳሻ|ଶ  is the complex electric field amplitude of the incident wave just above the 

interface between the j and j+1th layer, and is given by the two equations below, 

ሺܳሻ|ଶܧ| ൌ ,ଵ|ଶܧ| for j ൌ 1                                                                                                              ሺ2.4.5aሻ  
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ሺܳሻ|ଶܧ| ൌ ିଵ൫ܳିଵ൯ܧ
ቀଵା ೕషభ,ೕ

ಷ ቁ ೕ

ቀଵା ೕషభ,ೕ
ಷ  ೕ,ೕశభ

ವ  ೕ
మቁ

,  ݁ݎ݄݁ݓ ൌ ݁ 
ೂೕೕ

మ , for j ൌ 2 to N െ 1              ሺ2.4.5bሻ  

 When an element in a medium interacts with the standing wave in that medium, it 

produces x-ray fluorescence, when the incident x-ray energy is greater than the absorption edge 

of the element. This is a result of photoelectric effect, and in the dipole approximation, the 

fluorescence yield Y(Q) from the element is given by ܻሺܳሻ ൌ   ,ሺܳܫܨܧ ሻݖሺߩ  ሻݖሺߩ where ,ݖ݀ ሻݖ

is the elemental density distribution, and ܫܨܧሺܳ,  .ሻ is the net electric field intensity distributionݖ

The net yield produced from an element interacting with the standing wave field produced by a 

multi-layer is given by, 

ܻሺܳሻ ൌ ∑  ,൫ܳܫ ൯ݖ൫ߩ ݖ݀ ൯ݖ                                                                                                        ሺ2.4.6ሻ  

Here ݖ denotes the position in the layer j with respect to the interface between the medium j and 

j+1.  

 

2.5 Experimental Setup 

The measurements reported in this thesis (i.e., CTR, RAXR, XSW and XR) were conducted at 

beamlines 33-BM, 6-ID, 11-ID, and 33-ID, at the Advanced Photon Source (APS) at Argonne 

National Laboratory (ANL). The typical experimental setup for these measurements is shown in 

Figs. 2.8 and 2.9. The x-rays are generated using an undulator, a wiggler, or a bending magnet 

source[60]. A double crystal monochromator (Si, or diamond crystals) is then used to select a 

particular x-ray energy for the measurement. The monochromatic beam typically goes through a  
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Figure 2.8: Schematic of the experimental setup for the resonant anomalous X-ray reflectivity 

(RAXR), and crystal truncation rod reflectivity (CTR) experiments. Electrons circulating in the 

synchrotron ring are oscillated by an insertion device such as an undulator (or a wiggler) to 

produce intense x-ray radiation, useful for reflectivity experiments. Typically a Si(111) 

monochromator is used to select a particular energy suitable for the measurement. Higher 

harmonics of the undulator are rejected using x-ray mirrors (not shown), which can also be used 

to focus the beam. Inside the experimental hutch, an electronic shutter is used to turn the beam 

on and off. Attenuating materials (such as Al, Mo, Ti) are used as filters to reduce the x-ray 

intensity when required. The beam size (vertical and horizontal) is defined by the ‘incident slit’. 

The flux incident on the sample is tracked by the ‘monitor’ ion chamber (IC3). The reflectivity 

from the sample can be measured using a 2D detector, such as the CCD detector shown here. 
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Figure 2.9: Schematic of the experimental setup for the X-ray standing waves (XSW), and low-

angle X-ray reflectivity (XR) experiments. Two sets of detectors are used for the XSW 

experiments, a reflectivity detector (scintillation counter) that measures the reflected x-rays in 

the vertical scattering plane, and a fluorescence detector placed pointing perpendicular to the 

scattering plane that measures the x-ray fluorescence from the sample.  
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set of focusing optics (such as x-ray mirrors) before entering the experimental hutch. The x-ray 

mirrors are also useful in rejecting the very high energy radiation (such as higher harmonics). An 

electronic fast shutter can be used inside the experimental hutch to turn the beam on or off during 

the course of the measurements. The vertical and horizontal beam size can be chosen depending 

on the experiment, using a ‘beam defining slit’. An ion chamber, referred to as the ‘monitor’, is 

placed downstream of the beam defining slit, and upstream of the sample to monitor the incident 

beam flux during the measurements. The sample cell is mounted on a ‘goniometer’ on a four-

circle or a six-circle diffractometer (for e.g. Huber). The reflected x-ray intensity can be 

measured using either a point detector, such as Cyberstar, or using a 2D area detector (CCD), 

mounted on the detector arm. A ‘guard slit’ is used on the detector arm to reduce the background 

signal (such as that due to diffuse x-ray scattering). A ‘detector slit’ is also used on the detector 

arm downstream of the ‘guard slit’, when a point detector (typically a scintillation detector, such 

as Cyberstar) is used, and it should be opened when collecting data using the 2D detector (e.g. 

CCD). In an XSW experiment, an additional detector is needed to measure the x-ray 

fluorescence from the sample, this is done using a solid state detector (such as Vortex) which is 

oriented perpendicular to the vertical scattering plane. The beam flux during the experiment can 

be controlled using x-ray filters (e.g. Mo or Al), which can be placed either upstream of the 

sample to reduce the incident flux, or on the detector arm (of either the reflected, or the 

fluoresced x-rays). For the RAXR measurements, or an energy scan, however, it is preferable to 

place the filters upstream of the monitor ion chamber, to avoid an extrinsic slope in the measured 

RAXR spectra (arising from the change in transmission through the filters vs. x-ray energy). 

When the filters are used downstream the monitor ion chamber, the filter transmission correction 
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needs to be applied to the data before the analysis. The ion chamber settings (i.e., the sensitivity, 

voltage to frequency converter gain, gas type, and chamber length) should be noted during the 

experiment, as these are required to convert the ion chamber count rate to the x-ray beam flux in 

photons/second, and to convert the measured scattered intensities to absolute reflectivity.  
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Chapter 3 :  Rb+ and Sr2+ Adsorption at the Rutile 

TiO2 (110) – Electrolyte Interface Observed with 

Resonant Anomalous X-ray Reflectivity 

 

3.1 Introduction 

A complete molecular-level characterization of the adsorbed ion distribution is critical to 

understanding the reactions that occur at the charged liquid-solid interface. Chapter 1 highlighted 

the importance of rutile TiO2 (110) surface as a model oxide surface for studying ion adsorption, 

as well as described the previous ion adsorption work done on this system. It also presented the 

important questions that have been raised as a result of recent molecular dynamics (MD) 

simulations that predicted that various cations adsorb at multiple inner-sphere (IS) sites that were 

not seen in previous x-ray results. These simulations had found that the tetra-dentate site 

represented ~80 percent of the total adsorbed ions (IS and OS) for the case of Rb+, while it 

accounted for only ~60 percent of the total adsorption of Sr2+. The simulations also predicted that 

~5-10 percent of the adsorbed ions (Rb+ and Sr2+) were adsorbed as an OS species. This 

prediction of the simultaneous multi-site adsorption of ions on rutile surface, previously thought 

to adsorb solely as IS species at the tetra-dentate site, has yet to be confirmed experimentally. 

XSW measurements of Rb+ adsorption on rutile at dilute ion concentrations (1mM, pH 

11) found no evidence for specific adsorption[23]. Multi-site complexation (MUSIC) model 

based analysis of surface titration measurements[22] on the other hand found a specifically 
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adsorbed coverage of 0.08 Rb+ monolayers (ML) under the same conditions (Here, 1 ML is 

defined as one ion per rutile surface unit cell area, AUC = 19.22Å2). From measurements of 

proton release as a function of pH for rutile powders[23], in contact with Rb+ solution at a higher 

ion concentration (0.03 M), it can be inferred that the surface should have a charge of ~-0.018 

e/Å2 at pH 11. If this surface charge were fully compensated by the adsorbed Rb+ ions, a total 

coverage of 0.35 ML Rb+ would be expected (at 0.03 M concentration and pH 11), including all 

the IS/OS and diffuse ionic species. Although, it is expected that the total Rb+ coverage would be 

lower at dilute ion concentrations at the same pH (~factor of 2 lower at 1mM than at 0.03M, at 

pH 11), as inferred from rutile powder titrations for different electrolyte ionic strengths[54, 55]. 

Previous X-ray reflectivity (XR) measurements done at a substantially higher Rb+ concentration 

(1M) had found these ions to be adsorbed as IS species (at the tetra-dentate site). This technique 

however lacked the capability to probe the element-specific distribution of Rb+ and relied instead 

on measuring the changes in the total interfacial structure caused by the adsorbing ions. 

Previous measurements of Sr2+ adsorption on rutile using XSW  detected a single layer of 

specifically adsorbed ions located at the tetra-dentate site[22]. These measurements also revealed 

that the IS-adsorbed ions had a coherent fraction of ~0.5. The coherent fraction is a measure of 

the degree of order of the adsorbed species. In the context of the simple adsorption picture where 

the IS species adsorbed at a specific site are considered to be ordered, this observation implies 

that the measured IS species accounted for only ~one-half of the total Sr2+ coverage. The 

remaining ions were apparently “missing” in the XSW measurements. Other explanations of a 

reduced coherent fraction could be the disorder as a result of cation motion, or even adsorption at 

multiple sites as predicted by MD simulations[38, 56]. If this apparent disorder in the Sr2+ 
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distribution were due to the simultaneous adsorption of an OS species (as seen recently at the 

muscovite-electrolyte interface[20]), it is expected that this distribution would be modified by a 

background electrolyte (e.g., Na+)[4],  since the OS species could be weakly bound in 

comparison to the specifically adsorbed IS species. Previous XSW measurements showed that 

the Sr2+ distribution is largely unaffected by the presence of background electrolyte. However, 

the presence of a weakly bound OS species on the surface may not be visible to the XSW 

measurements. 

Consequently, there remain numerous unanswered questions, even for this simple system. 

Do Rb+ ions adsorb in the same tetra-dentate site at dilute concentrations as they do at high 

concentrations? Or is the adsorption structure more distributed?  Does the Sr2+ profile consist of 

a single IS adsorption site? Or, are there multiple, or possibly less-ordered, adsorption sites 

(including OS species) for Sr2+ that account for the apparently “missing” Sr2+ in the XSW 

measurements?  

Resonant anomalous x-ray reflectivity (RAXR) technique described in Chapter 2 has 

been used recently to probe the distribution of cations and anions at mineral-electrolyte 

interfaces, including quartz, mica, orthoclase, alumina and hematite[20, 21, 26, 27]. This 

technique is similar to Bragg XSW in that it can image directly elemental distributions at and 

above an interface. One difference between RAXR and Bragg-XSW is that RAXR can probe 

more extended ion distributions while Bragg XSW[85, 88] has an ambiguity in distinguishing 

heights that are separated by distances greater than the substrate lattice spacing. Studies of cation 

adsorption at mica-electrolyte interface using RAXR[20] showed that Rb+ adsorbs as a single 

inner-sphere species, while Sr2+ adsorbs both as inner and outer-sphere species. This observation, 
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coupled with the gaps in our knowledge of cation adsorption on rutile, prompted us to determine 

if the adsorbed Sr2+ is adsorbed exclusively as a single IS species on rutile, or it has a more 

complex adsorption structure (i.e., coexistence of the IS species with additional IS or OS 

species), and whether there is any specific adsorption of Rb+ at dilute ion concentrations.  

Here we report the vertical distribution of Rb+ and Sr2+ at the rutile (110)-electrolyte 

interface obtained with crystal truncation rod x-ray reflectivity (CTR) and RAXR measurements. 

Two solution conditions were used in probing Sr2+ adsorption, without and with an added 

background electrolyte (NaCl), to test the sensitivity of the ion distribution to the ionic strength. 

Sr2+ without background electrolyte will be referred to the Sr2+ solution, while the solution with 

Na+ is called “Sr2+ with Na+” solution throughout this paper. 

 

3.2 Experimental 

3.2.1 Materials 

Measurements were conducted on rutile(110) single crystals with the sample held in 

contact with an aqueous solution in a thin-film cell[22]. The samples used for the Rb+ and Sr2+ 

measurements had sizes of 10x10x1mm and 25x5x1mm crystals respectively, and were obtained 

from Princeton Scientific. The sample used for the Sr2+ measurements was mechanically 

polished using a colloidal silica suspension. Both the crystals were cleaned, sequentially with 

acetone, methanol, and de-ionized water repeatedly before annealing (at ~250°C and 350°C 

respectively for the Rb+ and Sr2+ measurements), cooling and storage in deionized water. 
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Solutions used for the three measurements were 1mM Rb(OH) at pH 11, 0.1mM Sr(OH)2 at pH 

10.3, and 0.1mM Sr(OH)2 with 30mM added NaCl at pH 10.3. The Sr2+ solutions were prepared 

in a CO2-free environment to prevent precipitation of Sr2+. During the Sr2+ measurements, the 

atmosphere above the sample cell was controlled by flowing helium gas contained by a thin 

Kapton film to minimize the possibility of dissolved CO2. 

3.2.2 Methods 

The details about the crystal truncation rod x-ray reflectivity (CTR), and resonant 

anomalous x-ray reflectivity (RAXR) techniques can be found in Chapter 2. The CTR 

measurements (also referred to as the non-resonant measurements) reported here were conducted 

at incident x-ray energies of 13.2 keV for Rb+ and 14 keV for Sr2+, which are each about 2 keV 

below the K-shell absorption edges of these elements. The RAXR measurements of reflectivity 

vs. x-ray energy were collected near the K-shell absorption edges of Rb+ and Sr2+ at fixed Q0, for 

12-14 different Q0 values ranging from 0.25 Å-1 to 3.7 Å-1. For the sake of clarity, the RAXR 

data are normalized to the intrinsic non-resonant reflectivity (obtained from the CTR analysis) at 

the same Q0 and at the same solution conditions. Each RAXR spectrum was measured over an 

energy range of ±400 eV centered at the Rb+ and Sr2+ absorption edges.  

Rb+ and Sr2+ measurements were conducted at beamlines 11-ID-D and 6-ID-B, 

respectively, at the Advanced Photon Source (APS) at Argonne National Laboratory. Initial 

measurements towards this effort were also conducted at the beamline 33-ID-D. The incident x-

ray beam size at the sample was ~0.15 × 1 mm (vertical × horizontal) for the Rb+ measurements 

and ~0.1 x 0.5 mm for the Sr2+ measurements, both using a vertical scattering plane. Anomalous 
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dispersion terms of the ions’ atomic scattering factors (Rb+ and Sr2+) were obtained from x-ray 

absorption spectra measured in transmission geometry through a 2 mm thick aqueous solution 

with a 0.1 M ion concentration. The real-part of the anomalous dispersion terms were obtained 

with a difference Kramers-Kronig transform[20, 66]. Both the CTR and RAXR data were 

collected using a x-ray CCD area detector[63]. The procedures for obtaining integrated and 

background subtracted x-ray reflectivity data using a CCD area detector have been described 

previously[63]. In brief, a CCD image at a given scattering condition, Q, simultaneously images 

the reflected beam and the background so that a fully background subtracted reflectivity signal 

can be obtained in a single image.   

The vertical spatial resolution of these measurements is given by π/ΔQ, where ΔQ is the 

momentum transfer range of the data. The current measurements have a resolution of 0.6 Å for 

the CTR data, and ~1 Å for the RAXR data. The reported plots of the vertical electron density 

profiles (both total and element-specific) obtained from the CTR and RAXR analyses include a 

broadening term to include the experimental resolution, as described previously[17].  

The un-relaxed rutile (110) surface unit cell[23, 89] referred to in this paper is the 

tetragonal structure with lateral unit cell dimensions of 6.497 x 2.959 Å, and a vertical unit cell 

spacing of c = 2d110 = 6.497 Å, where d110 is the rutile 110 Bragg plane spacing. The surface 

structure is shown in Fig. 1.7, which consists of a Ti-O plane terminated by bridging and 

terminal oxygen sites (abbreviated as BO and TO respectively). It is often useful to express the 

momentum transfer (Q) in reciprocal lattice units[62] as L = Q/(2π/c). The Bragg peaks of the 

bulk structure oriented in the [110] direction therefore occur at L=2, 4, 6, etc. as the vertical 

spacing of the Ti-O planes along [110] is d110 = c/2. 
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3.2.3 System Stability 

Repeated fiducial measurements of L=0.7 RAXR spectra were performed (Fig. 3.9) 

during the course of the Sr2+ measurements to check for systematic errors. The scattering 

condition of L=0.7 was chosen since its shape is indicative of the average height of the ion 

distribution as well as the total ion coverage. The reflectivity at this scattering condition also was 

high enough so that reasonable counting statistics could be obtained quickly. We found that the 

resonant phase (i.e., average height) and resonant amplitude (i.e., total occupancy) extracted 

from these spectra showed a standard deviation of repeated observations of ~5%, and ~20%, 

respectively. This compares to a statistical uncertainty of ~2% and ~4% in the resonant phase 

and amplitude respectively for the individual spectra. This reveals that the system showed some   

systematic variation with time. It is not well understood what causes this variability, although it 

was minimized by repeatedly flushing the sample with fresh solution during these measurements. 

All of these repeated spectra were included in the model-dependent fits, which is why the χ2 

from the fits was relatively larger for the Sr2+ and Sr2+ with Na+ data sets. The reported 

uncertainties in Sr2+ height and coverage reflect these systematic uncertainties based on the 

repeated fiducial measurements. 
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3.3 Results 

3.3.1 CTR and RAXR Data 

First, we provide a qualitative assessment of the experimental data. The measured x-ray 

reflectivity data for the Rb+, Sr2+ and Sr2+ with Na+ solutions is shown in Fig. 3.1, plotted as 

reflectivity vs. Q (and L). The data are presented in absolute reflectivity, showing the 

intrinsically low reflectivity signals (10-5-10-9), especially away from the bulk Bragg diffraction 

peaks. All three data sets have similar reflectivities near the Bragg peaks, which is expected 

since the reflectivity near Bragg peaks is dominated by the bulk crystal structure. Differences 

between the three data are most apparent near the minima in the reflectivity occurring near the 

anti-Bragg positions (L=1, 3, 5), where the reflectivity is most sensitive to the interfacial 

structure. Reflectivity in this region is also sensitive to an extrinsic factor associated with surface 

roughness, with a higher roughness resulting in a greater decrease in the reflectivity near the anti-

Bragg regions compared to an ideally flat surface. The three surfaces studied have a similar 

reflectivity magnitude at the anti-Bragg position L=5, which suggests that these surfaces have 

similar roughnesses. This, however, can be ascertained only after a complete analysis of the data 

(next section) since other factors (e.g., the presence of an adsorbed layer near the interface) can 

also substantially change the reflectivity near the anti-Bragg positions. The Rb+ and Sr2+ data 

have distinctly different locations of their reflectivity minima (especially near L = 3). This 

suggests that there are differences in the total interfacial structure for the two ions. On the other 

hand, the differences in reflectivity data for Sr2+ with and without added Na+ are relatively small 

indicating that background electrolyte does not significantly change the total interfacial structure.  
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Figure 3.1: X-ray reflectivity (XR) analysis of the rutile (110) - electrolyte interface. Symbols 

show the XR data in absolute units, for the following electrolytes, 1mM Rb+ at pH 11 (blue 

triangles), 0.1mM Sr2+ at pH 10.3 (black open circles), 0.1mM Sr2+ with 30mM Na+ at pH 10.3 

(red filled circles). The lines are fits based on the parameters shown in Table 3.1. Both Q and L 

values are shown on the x-axes, where Q = (2π/c)*L, and c = 6.497 Å is the vertical rutile (110) 

surface unit cell spacing. The dashed vertical lines show the Q and L positions of the first three 

Bragg peaks. 
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The Sr2+ data show a lower reflectivity in the low Q region (Q < ~0.8 Å-1) in comparison to the 

Rb+ and Sr2+ with Na+ cases.  This appears to be due to an extrinsic difference associated with a 

larger solution film thickness for this measurement.  The attenuation of X-ray signal from the 

solution film in the thin-film cell geometry is significant mostly in the low Q region due to the 

increased path length of x-rays through the solution at low incident angles. 

Selected RAXR spectra are shown in Fig. 3.2, chosen to have similar scattering 

conditions (i.e., L) to enable direct comparison between the three sets of data (the complete set of 

RAXR data can be found in Figs. 3.4 to 3.7). The RAXR data are normalized by the intrinsic 

non-resonant reflectivity (corresponding to the same scattering condition and the same solution 

condition) obtained from the fit of the CTR data (next section). The details of data normalization  

procedure for RAXR spectra are fully described in elsewhere[65]. The spectra are offset 

vertically for clarity. The similar offsets for the three data sets corresponding to each L (except 

L=1.1) illustrate that the non-resonant reflectivity is typically similar for the three solution 

conditions. Of the spectra shown, the spectra at L=0.7 conveys direct information about the 

average height and total coverage of the adsorbed ion distribution. It can be seen that there are 

distinct differences in the shape of the L=0.7 spectra for Rb+ and Sr2+. This suggests differences 

in the average height of the two ions above the surface. Also note that the fractional modulation 

in the spectra at the absorption edge is much smaller for Rb+ as compared to Sr2+, which suggests 

a relatively smaller total coverage of Rb+ specifically adsorbed at the surface. On the other hand, 

comparing the Sr2+ and Sr2+ with Na+ cases, it can be seen that the L=0.7 spectra is similar both 

in terms of shape and modulation, which suggests that the presence of Na+ did not significantly 

alter the average height and the coverage of adsorbed Sr2+.  
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Figure 3.2: Resonant anomalous x-ray reflectivity (RAXR) analysis of ions adsorbing at the 

rutile (110) - electrolyte interface. Representative RAXR spectra normalized by the intrinsic non-

resonant reflectivity are shown for the three solutions, A: Rb+, B: Sr2+, C: Sr2+ with Na+. The 

data points are shown as red circles, while lines are model-independent fits of each spectra. Only 

data within ±200 eV of the absorption edge is plotted for clarity. Each RAXR spectrum shown 

was measured at a fixed ‘L’ value indicated on the spectra. The spectra are vertically offset by 

offset amounts indicated in parenthesis, with increasing L order from bottom to top. Fit quality 

for each spectrum is indicated by the χ2 value shown towards the left side of each curve.  
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Another distinct difference between Rb+ and Sr2+ is in their apparent distribution widths.  

For Sr2+, there is a significant decrease in fractional intensity modulation in the RAXR spectra 

with increasing L, while the modulations in the Rb+ spectra remain similar in magnitude with 

increasing L. The decrease in modulation of the spectra with increasing L is consistent with an 

intrinsically broadened effective width of the ion distribution. This can be confirmed only from 

the complete analysis (next section) because the fractional RAXR modulation is also influenced 

by the magnitude of the non-resonant structure factor. The higher effective width of the ion 

distribution can have contributions from the intrinsic distribution width at a particular site (e.g., a 

vibrational amplitude) as well as the intrinsic ion distribution (i.e., due to multiple adsorption 

sites). These data therefore suggest that the effective width of the Sr2+ distribution is larger than 

that of Rb+. Similarly, comparing the Sr2+ and Sr2+ with Na+ spectra, it appears that the decrease 

in the modulation of the RAXR spectra with increasing L is somewhat larger for Sr2+ with Na+ 

case (Sr2+ with Na+ has a smaller modulation for L=1.8, 2.3, 2.7 compared to Sr2+) suggesting 

that the Sr2+ distribution in presence of Na+ has a larger effective width.  

3.3.2 Data Analysis 

The CTR data were analyzed by least squares fitting by comparison to the reflectivity 

calculated using a model of a rutile(110)–water interfacial system, following previously 

established procedures[17, 25]. This model includes a surface unit cell that was allowed to relax 

(up to a depth of two Ti-O planes), the surface oxygens BO and TO, the interfacial water 

structure, and the bulk water. Only the vertical relaxations of the atoms were included in the 

analysis since the specular reflectivity is insensitive to lateral structural displacements. The 

positional origin used in the calculations is the unrelaxed surface Ti-O plane (Fig. 1.7), to which 
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Figure 3.3: RAXR-derived ion structure factor amplitudes and phases. Amplitudes (A), and 

phases (B), obtained from model-independent (circles), and model-dependent (lines) analysis of 

the RAXR spectra measured on the rutile (110)-electrolyte interface, for the following 

electrolytes: Rb+ (magenta), Sr2+ (black), Sr2+ with Na+ (Red, for model I reported in the text). 
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Figure 3.4: Rb+ RAXR results. Complete set of RAXR data for 1mM Rb+ at pH 11, at the rutile-

electrolyte interface. Red circles are the data, and black lines are model-dependent fits. The 

spectra are normalized to the intrinsic non-resonant reflectivity as described in the text. The sub-

title above each plot shows the scattering condition (L), the fit quality (denoted by χ2), and the 

resonant amplitude (A) and phase (P) of that spectra from the RAXR analysis (MD1 denotes 

model-dependent fit using a single Gaussian layer).  
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Figure 3.5: Sr2+ RAXR results. Complete set of RAXR data for 0.1mM Sr2+ at pH 10.3, at the 

rutile-electrolyte interface. Red circles are the data, and black lines are model-dependent fits. The 

spectra are normalized to the intrinsic non-resonant reflectivity as described in the text. The sub-

title above each plot shows the scattering condition (L), the fit quality (denoted by χ2), and the 

resonant amplitude (A) and phase (P) of that spectra from the RAXR analysis (MD1 denotes 

model-dependent fit using a single Gaussian layer).  
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Figure 3.6: Sr2+ with Na+ RAXR results, for model I reported in the text. Complete set of RAXR 

data for 0.1mM Sr2+ with 30mM Na+, at pH 10.3, at the rutile-electrolyte interface. Red circles 

are the data, and black lines are model-dependent fits for the case of model I reported in the 

paper. The spectra are normalized to the intrinsic non-resonant reflectivity as described in the 

text. The sub-title above each plot shows the scattering condition (L), the fit quality (denoted by 

χ2), and the resonant amplitude (A) and phase (P) of that spectra from the RAXR analysis (MD1 

denotes model-dependent fit using a single Gaussian layer).  
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Figure 3.7: Sr2+ with Na+ RAXR results, for model II reported in the text. Complete set of 

RAXR data for 0.1mM Sr2+ with 30mM Na+, at pH 10.3, at the rutile-electrolyte interface. Red 

circles are the data, and black lines are model-dependent fits for the case of model II reported in 

the paper. The spectra are normalized to the intrinsic non-resonant reflectivity as described in the 

text. The sub-title above each plot shows the scattering condition (L), the fit quality (denoted by 

χ2), and the resonant amplitude (A) and phase (P) of that spectra from the RAXR analysis (MD1 

denotes model-dependent fit using a single Gaussian layer).  
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all results on the elemental distributions obtained by RAXR are referenced. Structural parameters 

used in the fit are summarized in Table 3.1. Two parameters were used to model the relaxation of 

the surface Ti-O plane: the average displacement of the plane from its ideal location, δZ1, and the 

splitting between the two Ti atom heights in this plane, Δ1. The relaxation of the second TiO 

plane was minimal (δZ2<0.005Å). Including additional relaxation parameters (e.g., a splitting 

parameter for the second plane and the relaxations of deeper planes) did not further improve the 

quality of fit. The adsorbed water was modeled as a single Gaussian layer with parameters 

describing its height and occupation, while the bulk water structure was based on the layered 

water model[90] with parameters describing the first water layer position (zBW), the water layer 

spacing (dBW), the first layer root-mean-square (rms) width (uBW), and a parameter describing the 

increase in rms width with distance from the surface[90] (ubarBW). Extrinsic parameters needed 

to fit the data included a scale factor, a water-equivalent film thickness (tBW) to account for 

attenuation of x-rays through the solution layer and the Kapton film above the sample, and a 

parameter that describes the surface  roughness (β)[64].  

The CTR data were fit in a two step process. The first step involved fitting the interfacial 

structure with only water molecules in the interfacial region, i.e., the “oxygen-equivalent” 

structure[26]. This structure was used to calculate the initial non-resonant structure factors 

needed as input for the RAXR analysis. The RAXR data were then fit to obtain the ion 

distribution, characterized by a height, coverage and distribution width. This preliminary ion 

adsorption structure was then incorporated in a second CTR analysis as a fixed ion layer and the 

remaining interfacial structure was allowed to vary to optimize the fit to the CTR data. This 

second non-resonant structure was then used to re-analyze the RAXR data. This process was 
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repeated until convergence was reached such that the ion profile parameters stayed within the 

parameter uncertainties (Table 3.2), revealing the final ion profile obtained from the RAXR 

analysis. The final CTR structure is referred to as the converged structure. Convergence was 

achieved in the ion profile parameters in 1-2 iterations for Rb+ and Sr2+ data sets. For Sr2+ with 

Na+ case, the converged structure had what appeared to be unphysical displacements of the BO 

and TO, and hence the initial structure (model I in Tables 3.1 and 3.2) based on oxygen-

equivalent model is reported for this case (the converged structure parameters are listed in Table 

3.3). This structure however has a deficiency in that the Sr2+ density obtained from RAXR 

analysis slightly exceeds the total density from CTR (Fig. 3.8C) over a short distance range, 

which is unphysical. We also used a featureless water model (i.e., described by an error-function 

profile)[25] for the Sr2+ with Na+ data set. In this case, the CTR-RAXR iterative analysis led to 

two different structures with same ion coverage and width within systematic uncertainties, but a 

difference of ~0.2 Å in height, with one of the structures having apparently unphysical 

relaxations of BO and TO in the total structure. We therefore report the more feasible converged 

structure (Fig 3.8D) for the Sr2+ with Na+ case, while including the differences in the ion heights 

for the two structures in the reported uncertainties (model II in Table 3.2).   

The RAXR data were fit (Fig. 3.2) using both model independent[65] as well as model 

dependent approaches. The model-independent approach involved fitting each spectrum 

separately to reveal the amplitude and phase of the element-specific structure factor from each 

spectrum. This information then yields the density profile by Fourier inversion[65].  In contrast, 

the model-dependent approach fits all of the spectra simultaneously based on a model that is 

chosen based on the model-independent results. The model-independent results were indicative  
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Figure 3.8: Total and element-specific density profiles from CTR and RAXR analyses. Electron 

density profiles plotted vs. distance from the surface Ti-O plane, for A: Rb+, B: Sr2+, C: Sr2+ with 

Na+ (model I) and D: Sr2+ with Na+ (model II). Thin black lines show the total electron density 

profile obtained from the model that best fit the XR data. The ion density profiles (shown in 

blue, green and red, respectively for Rb+, Sr2+ and Sr2+ with Na+) obtained from model-

independent analysis of RAXR data are shown as thick dashed lines, while the more precise 

results obtained from model-dependent analysis are shown as thick solid lines. The two results 

shown for the Sr2+ with Na+ case used different models to fit the XR data (see text for 

explanation). Both the total and element-specific density profiles are plotted to include the 

experimental resolution as described previously.  
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Figure 3.9: Evaluation of systematic errors and system stability in RAXR measurements of 

0.1mM Sr2+ at pH 10.3. Top and bottom plots show the resonant amplitude AR, and phase PR 

(multiplied by 2π/Q0) values, respectively, of repeated measurements of the L=0.7 RAXR 

spectra during the course of the full set of Sr2+ data collection. The horizontal dotted lines 

indicate the average value of repeated measurements. These low-Q resonant amplitude and phase 

are indicative of the total-coverage and average-height of the ion distribution respectively.  
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Table 3.1: Final values of parameters from fitting of XR data, uncertainties of the last digits are 

shown in parenthesis. 

 Rb+ Sr2+ Sr2+ with Na+ a 
(model I) 

Sr2+ with Na+ b 
(model II) 

Fit qualityc     
χ2 0.75 1.38 1.57 2.90 
     
Surface relaxations     
δBO (Å) 0.079 (9) 0.05 (8) 0.07 (6) -0.1 (1) 
δTO (Å) -0.03 (2) 0.12 (6) 0.23 (4) 0.10 (5) 
δZ1 (Å) 0.009 (1) 0.029 (5) -0.014 (6) -0.014 (8) 
Δ1 (Å) -0.005 (7) -0.07 (2) -0.069 (9) 0.01 (1) 
δZ2 (Å) 0.0052 (8) 0.001 (2) -0.004 (1) -0.001 (2) 
     
Adsorbed water and ion     
zAW (Å) 3.446 (6) 4.1 (1) 3.27 (4) 3.4 (1) 
occAW (ML) 2.70 (5) 0.8 (2) 1.6 (7) 0.6 (9) 
uAW 

d (Å) 0.28 0.28 0.28 0.28 
zION

e (Å) 3.72 3.05 - 3.13 
occION

e (ML) 0.078 0.40 - 0.38 
uION

e (Å) 0.1 0.35 - 0.61 
     
Bulk water     
type layered layered layered un-layered 
dBW (Å) 0.74 (3) 1 (2) 2 (2) - 
uBW (Å) 0.45d 0.5 (5) 0.8 (5) 0.45d 
ubarBW (Å) 1.6 (2) 1.4 (7) 1 (1) - 
zBW (Å) 5.60 (4) 5.1 (2) 4.3 (3) - 
     
Extrinsic     
tBW(water thicknessf, μm) 13 (2)  44 (5) 12 (5) 16 (7) 
β (surface roughness) 0.176 (5) 0.16 (2) 0.16 (3) 0.18 (2) 

                                                 
a Oxygen-equivalent model for adsorbate structure, see explanation in text. 
b A featureless bulk water profile used in this case. 
c  Fit quality denoted by deviation parameter, χ2 = 1/(N-n)  ∑(y-ycalc)2/ε2, where y denotes the data, ycalc the 
calculation, ε the uncertainty in the data, and the summation is over N data points.  Here n is the number of fitting 
parameters. 
d Parameter fixed during the fit. 
e Value based on the penultimate RAXR data analysis in the XR/RAXR iterative analyses procedure described in 
text. The final RAXR analysis parameters and their uncertainties  are listed in Table 3.2. 
f Thickness of solution layer and a 8μ thick Kapton film. 
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Table 3.2: Parameters from fitting of RAXR data 

 

 Rb+ Sr2+ Sr2+ with Na+ 

(model I) 

Sr2+ with Na+ 

(model II) 

Fit qualitya     

χ2 (model indep.) 1.3 2.4 1.7 1.7 

χ2 (model dep.) 3.1 5.6 4.2 4.3 

     

Adsorbed Ion Structure     

zION (Å) 3.72 (3) 3.05 (16) b 2.85 (7)b  2.95 (+20/-7)b  

occION (ML) 0.080 (3) 0.40 (7)b  0.35 (9)b  0.37 (9)b  

uION (Å) 0.1c 0.35 (2) 0.57 (3) 0.58 (2) 

     

 

 

 

 

                                                 
a Fit quality denoted by deviation parameter, χ2 = 1/N  ∑(y- ycalc)2 /ε2, where y denotes the data, ycalc the calculation, 
ε the uncertainty in the data, and the summation is over N data points. 
b Systematic uncertainty is shown since it was larger than the derived statistical error. 
c Parameter fixed during fit. 
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Table 3.3: Final values of parameters from fitting of XR data, for Sr+ with Na+ case using 

layered water(iterated structure). This is the converged structure that had unphysical relaxations 

of BO and TO. This problem was not present when a featureless (i.e. error function) water 

profile is used (see main text). Uncertainties are shown in parenthesis. 

 Sr+ with Na+ 
Fit quality  
χ2 1.38 
  
Surface relaxations  
δBO (Å) -0.34 (2) 
δTO (Å) 0.58 (6) 
δZ1 (Å) 0.008 (4) 
Δ1 (Å) -0.09 (1) 
δZ2 (Å) -0.007 (2) 
  
Adsorbed water / ion  
zAW (Å) 3.40 (4) 
occAW (ML) 1.2 (3) 
uAW 

a (Å) 0.28 
zION

b (Å) 3.13 
occION

b (ML) 0.374 
uION

b (Å) 0.62 
  
Bulk water  
type layered 
dBW (Å) 1.1 (7) 
uBW (Å) 0.5 (3) 
ubarBW (Å) 1.4 (3) 
zBW (Å) 5.3 (1) 
  
Extrinsic  
tBW(water thickness μ) 8 (4) 
β (surface roughness) 0.16 (2) 
  
  

                                                 
a Parameter fixed during fit. 
b Ion layer parameters based on RAXR analysis. 
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of a single layer distribution for both Rb+ and Sr2+ (observed from the amplitude and phase 

variation vs. Q of the spectra shown in Fig. 3.3). The assumed model of the ion distribution was 

a Gaussian layer with three parameters that were allowed to vary during the model-dependent fit. 

These were the layer height (zION), occupancy (occION) and distribution width (uION). A single 

layer was sufficient to fit the data as the use of additional layers did not improve the quality of 

the fit. The density profiles obtained from these analyses are shown in Fig. 3.8. The density 

profiles from the two independent analyses (i.e., model-independent and model-dependent) agree 

quite well showing the internal consistency in the results. However, the model-independent 

coverage underestimates the intrinsic coverage of the ion distribution because of the absence of 

data the near Q=0.  

This analysis reveals that both the Rb+ and Sr2+ profiles can be described as a single layer 

above the rutile surface within the resolution of the current data. Rb+ adsorbs at a greater height 

than Sr2+ (3.72±0.03 Å vs. 3.05±0.16 Å, respectively) as expected due to the larger ionic radius 

of Rb+. Rb+ also adsorbs with a lower coverage (0.080±0.003 ML vs. 0.40±0.07 ML, 

respectively, Figure 3.8 and Table 3.2). The width of the Rb+ layer was found to be 0±0.2 Å, 

while that for Sr2+ was 0.40±0.07 Å. The weak variation in Rb+ RAXR signals (Fig. 3.2) over the 

entire range of Q, leads to insensitivity to the actual distribution width, except to specify an 

upper limit of 0.2 Å. Therefore the parameter was fixed at the value of 0.1 during the final CTR 

analysis, as that is a typical value observed in previous studies[25]. Also shown in Table 3.2 are 

the RAXR analyses for the Sr2+ with Na+ case based on the two different models of the non-

resonant structure factor described above. The differences in the Sr2+ with Na+ layer parameters 

for the two models are within the parameter uncertainties (ion coverages of 0.37±0.09 and 
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0.35±0.09 ML respectively, and ion heights of 2.95±0.07 and 2.85±0.07Å respectively, for 

model II and model I). While there appears to be a small decrease in the Sr2+ height in presence 

of Na+ (by 0.1 to 0.2 Å), in comparison to Sr2+ without Na+ (3.05±0.16 Å), this difference is 

within the systematic uncertainties in this measurement. We therefore conclude that the Sr2+ 

coverage and height are unaltered by presence of a background electrolyte within experimental 

uncertainties. One important difference between the Sr2+ and Sr2+ with Na+ profiles is that the 

Sr2+ width is larger by ~0.25 Å in presence of Na+.  

 

3.4. Discussion 

3.4.1 Comparison with Previous XSW and XR Results 

Our results reveal specific adsorption of Rb+ at 1mM which was not detected in previous 

XSW measurements[23], although it was measured at similar experimental conditions. In an 

XSW measurement, it is difficult to detect the coherently adsorbed component of an ion 

distribution when it is overwhelmed by incoherent contributions (e.g., diffuse ion distribution, 

the bulk ion concentration). In contrast, the RAXR measurement is interface-specific, and the 

observed modulation at these dilute ion concentrations is due solely to the adsorbed ions. The 

difference in results from XSW and RAXR therefore appears to be due to the incoherent 

fluorescence that obscured the intrinsic Rb+ ordering in the XSW measurements. The Rb+ layer 

height from our results is 0.28 Å higher than the previous results obtained at a higher 

concentration and pH (1M Rb+, pH 12) using XR[25]. XR alone however is not capable of 
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providing element-specific information and measures only the total interfacial electron density. It 

is insensitive to small fractions of Rb+ at sites other than the primary site. We cannot rule out 

however the possibility that this difference is intrinsic and associated with the different solution 

conditions. 

The Sr2+ height measured here using RAXR (3.05±0.16 Å) is in excellent agreement with 

the previous XSW-measured height of 3.07±0.07 Å[23]. A more direct comparison with the 

XSW results can be made if we use our RAXR-derived Sr2+ distribution (i.e., ion coverage and 

distribution) to calculate the coherent coverage at the L=2 scattering condition associated with 

the rutile 110 reflection used in the XSW measurement. Our measured ion coverage and 

distribution correspond to an equivalent XSW coherent coverage of 0.31 ± 0.06 ML (compared 

to XSW measured coherent coverages, 0.16 – 0.44 ML). Therefore the RAXR and XSW results 

are quantitatively consistent in terms of the RAXR-measured ion height, and coverage. 

We also calculate the coherent fraction, f, associated with the RAXR results by 

normalizing our L=2 coherent coverage by the observed Sr2+ occupancy,i.e., f (Q) = A(Q)/occION 

= 0.78. This value is lower than unity due to the reduction in coherent fraction with increasing Q 

because of the width of the ion distribution (uION = 0.35 ± 0.02 Å). This highlights that part of 

the nominally “missing” Sr2+ associated with the XSW coherent fraction was a result of the 22% 

reduction in f(Q) from the intrinsic ion distribution width. This explains roughly half of the 

missing ions in the XSW measurement[22]. Additional contributions to the reduced XSW 

coherent fraction may include outer-sphere adsorbed Sr2+ as well as the presence of a diffuse 

profile. 
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Table 3.4: Estimation of adsorbed ion heights above the surface Ti-O plane for the six different 

inner-sphere (IS) adsorption sites. The estimation is based on simple geometrical closed packing, 

assuming the ions as solid spheres. The ionic radii assumed for the estimation are 1.49 Å for Rb+, 

1.13 Å for Sr2+, and 1.40 Å for O2-. The estimation assumes the bridging and terminal oxygens at 

ideal (bulk terminated) positions. 

 

Site Rb+ height (Å) Sr2+ height (Å) 

Tetra-dentate (TD) 3.43 2.80 

Bi-dentate (BOTO) 3.93 3.49 

Bi-dentate (BOBO) 3.75 3.32 

Bi-dentate (TOTO) 4.46 4.03 

Mono-dentate (BO) 4.16 3.80 

Mono-dentate (TO) 4.87 4.51 
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Our results also show that the Sr2+ distribution does not change significantly in terms of 

coverage and ion height (within ±0.1Å) in the presence of a background electrolyte, NaCl.  This 

is consistent with previous XSW studies that found that even changing the background Na+ 

concentration by three orders of magnitude did not affect the XSW-measured Sr2+ height and 

coverage[22]. It is expected that any OS species would be readily displaced by the background 

electrolyte[4]. The lack of any significant change in the average height or coverage is consistent 

with our conclusion that Sr2+ ions are adsorbed only as IS species. The observation of an increase 

in the distribution width for Sr2+ with Na+ was unexpected. However, the calculated L=2 

coherent fraction corresponding to these RAXR results is 0.51 in comparison to the XSW 

measured coherent fraction of ~0.6 for the same background electrolyte concentration. Therefore 

the measured root-mean-square width (uION = 0.58 ± 0.02 Å) is in very good agreement with the 

XSW results.  

3.4.2 Ion Binding Sites and Surface Speciation 

As mentioned in Chapter 1, each of the six possible sites for inner-sphere adsorption of 

ions on the rutile (110) surface (Fig. 1.7) is nominally located at different vertical distances from 

the surface. This makes it conceptually possible to distinguish between them and infer the actual 

adsorption site from the measured one-dimensional ion profiles. We calculated the vertical 

heights for these sites (Table 3.4) with respect to the ideally terminated surface based on 

geometrical close packing constraints (i.e., the ions touching the surface oxygens to which they 

are bonded). This calculation was based on simple spherical model for the ion and surface 

oxygens with both BO and TO oxygens assumed to have the same ionic radius. This is different 
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from the more rigorous geometrical estimate by Predota et al[38], which included ion-oxygen 

distances based on pair correlation functions derived from molecular-dynamics simulations.  

Our measured Rb+ height of 3.72±0.03 Å is close to three possible adsorption sites. These 

include the tetradentate site (3.43 Å), and two bidentate sites, BOBO (3.75Å) and BOTO (3.93Å) 

(see Fig. 1.7 for the adsorption geometries at these sites). If the Rb+ ions are assumed to occupy 

only a single IS site, the BOBO bidentate site is the site closest to our measured ion height. 

However, previous MD simulation work[56] has predicted a multi-site Rb+ distribution, with 

dominant adsorption at the tetradentate site at 3.55 Å, and a weak adsorption (14% occupancy) at 

the bidentate height at 4.25 Å. We therefore re-analyzed the data with a two layer model with 

heights fixed at the tetradentate and bidentate heights found by MD[56] and allowed only the 

occupancies to vary. The total occupancy was unchanged (0.078±0.009) with primary adsorption 

in the tetradentate site (occupation of 91% ± 8%), and with a minority bidentate component (9% 

± 9%). This model had a 5% increase in χ2 (3.25 compared to 3.1 for the model in Table 3.2). 

While this difference is small, it is nevertheless a significant change in the quality of fit, and this 

is due primarily to the use of constrained ion heights obtained independently in the MD results. 

Our measured Rb+ height (3.72±0.03 Å) can be compared with the average ion height from the 

MD results. Based on the reported relative occupancies of the multi-site IS species from MD[56], 

we calculated the average height of the IS Rb+ distribution to be 3.66 Å, which is within 0.1 Å of 

the Rb+ height from our results. Finally, we also estimated an average root mean squared width 

(σavg) of the multi-site IS Rb+ based on the MD results. This was done by taking into account the 

rms widths of the individual tetra-dentate and bi-dentate layers from the MD results, and the 

relative occupancies of Rb+ in these layers. We found σavg ~0.3 Å, which is comparable to, but 
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somewhat greater than, the ion width reflected by our Rb+ RAXR data (0±0.2 Å). This 

comparison suggests that our results generally are consistent with the multi-site IS adsorption 

predicted by MD in terms of the ion heights and distributions, albeit with some quantitative 

discrepancies in the rms widths, although the present data do not have the spatial resolution to 

resolve the multiple IS sites (the current RAXR measurements have ~1 Å resolution).  

In the case of Sr2+, the primary adsorption site can be identified as the tetra-dentate since 

that is the site closest to our measured height of 3.05±0.16 Å. However, this measured value is 

0.25 Å higher than the location of the tetra-dentate site expected based on our simple geometrical 

estimation (2.80 Å), indicating the possibility of a multi-site adsorption. The MD simulations had 

predicted that in addition to the primary tetra-dentate site, Sr2+ also occupies two bi-dentate sites 

(~20% and 10% occupation at the BOTO and TOTO sites, located at 3.55 Å and 4.05 Å, 

respectively)[56]. In fact, our measured Sr2+ distribution width (0.35±0.02 Å) is significantly 

larger than the rms width expected for species adsorbed at a single IS site (which is typically 

~0.1 for Sr2+ based on MD results). The average distribution width (σavg) corresponding to the 

multi-site IS distribution predicted by MD is ~0.3 Å, which is in very good agreement with our 

measured Sr2+ width. This suggests that the experimentally measured single-layer height is 

actually an average of multiple unresolved sites (i.e., due to Sr2+ being distributed between the 

tetra-dentate and the two bi-dentate sites). The RAXR measured height (3.05±0.16 Å) also shows 

excellent agreement with the previous XSW measurement (3.07±0.07 Å), indicating that this 

result is robust. Previous density function theory (DFT) calculations found that the tetradentate 

Sr2+ is at a height of 2.85 Å[23], which is quite similar to our simple geometric estimate for this 

site. That the height for the tetradentate site is lower than our measured average height 
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(3.05±0.16 Å) is qualitatively consistent with a multi-site IS adsorption scheme for Sr2+. We 

note, however, that there is a substantial discrepancy in the absolute Sr2+ height obtained by 

RAXR, XSW and DFT when compared with that predicted by MD. The average height 

corresponding to the multi-site distribution predicted by MD is 3.41 Å. There appears to be an 

overall height offset (for Sr2+) between the MD predictions and the other results (i.e., RAXR, 

XSW and DFT). For example, the MD prediction for the tetradentate site is ~0.4 Å higher than 

that predicted by DFT. The source of this discrepancy is unclear.  

The presence of minority IS sites in addition to the dominant tetradentate site for cation 

adsorption on rutile agrees qualitatively with previous surface complexation prediction[36], 

although the current results suggest that the minority sites are bidentate, rather than the predicted 

monodentate. This apparent presence of bidentate components is consistent with both MD[56] 

and recent MUSIC model predictions[46]. For Sr2+, however, the present results show a greater 

tendency for the presence of multiple adsorption sites than predicted by the MUSIC model[46].  

The rutile surface with a negative surface charge was previously suggested to be 

hydroxylated[33, 38] in which the TO sites exist primarily as adsorbed hydroxyl groups, and 

surface charge arises from the de-protonation of the BO sites (see Chapter 1 for further 

information about the hydroxylated and non-hydroxylated surfaces). While the x-ray 

measurements do not directly reveal the surface complexation, insight can be obtained by 

comparison of these results with the MD simulations that are able to differentiate between the 

hydroxylated and non-hydroxylated surfaces. We compared our measured ion heights with the 

average height corresponding to the distributions predicted by MD for the two surfaces. For the 

Sr2+ case, the average height predicted for the non-hydroxylated surface was ~0.1 Å higher than 
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that for the hydroxylated surface, and therefore our measured height is closer to the hydroxylated 

case. For Rb+ however, the two surfaces were not distinguishable just based on the average 

height predicted by MD (since the same average height of ~3.66 Å was predicted for both 

surfaces). A significant difference between the MD results for the two surfaces, both in case of 

Rb+ and Sr2+, was that the non-hydroxylated surface was predicted to have comparable 

occupancies at the bidentate and tetradentate sites, while the hydroxylated surface had a 

dominant adsorption at the tetradentate site (with secondary bi-dentate adsorption). We tried to 

explain the RAXR results by fitting the data with fixed ion heights based on the MD results of a 

non-hydroxylated surface, and allowing the occupancies to vary. The final structure had only one 

ion layer with non-zero occupancy. This suggests that the hydroxylated surface model is in better 

agreement with the RAXR data.   

3.4.3 The Uncharacterized Portion of Ion Profile 

Our measured Sr2+ distribution width shows good agreement with the average IS width 

expected from the multi-site IS adsorption predicted by MD simulations for the hydroxylated 

surface[56]. The simulations had also predicted that 5% of Sr2+ is present in the form of an OS 

species. While our results do not show evidence for an OS component, we can estimate an upper 

limit on the amount of Sr2+ adsorbed as an OS species based on the uncertainties in our measured 

ion height. We calculate the average height of a Sr2+ distribution containing both IS and OS 

species, with inner-sphere layer parameters based on our measurements, and the outer-sphere 

layer height and width based on the MD predictions reported previously (~6.0 Å and ~0.5 Å 

respectively). With these assumptions, we can estimate that the outer-sphere occupancy of ≤ 6 % 

leads to average heights that are consistent with our measurement uncertainties (±0.16 Å).  
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The observation of a predominant IS distribution of Sr2+ on rutile raises a question: why 

does Sr2+ adsorb as an IS species on rutile, when it adsorbs as a mixture of IS and OS species on 

other mineral surfaces, such as muscovite mica? Recent surface complexation models[36] reveal 

that the free energy for the ion adsorption reaction can be separated into three components: an 

electrostatic energy component resulting from either a repulsive or attractive interaction between 

the ion and the near-surface species (e.g. surface oxygen or near-surface substrate metal atom), a 

Born solvation energy component associated with the free energy of hydrated ions, and a free 

energy component intrinsic to the adsorbing ionic species. The solvation term, which opposes IS-

adsorption and is primarily dependent on the inverse of the dielectric constant of the substrate, 

can determine whether the ions adsorb as IS or OS species. Specifically, it was predicted that the 

solvation term would be negligible for high dielectric constant materials, such as rutile, thus 

favoring IS adsorption. Therefore our observation of a lack of OS species on rutile appears to be 

consistent with these predictions. Park et al. recently suggested that IS/OS partitioning on mica is 

controlled by the change in the electrostatic and hydration energies between the two species[91]. 

Because the dielectric constant of rutile is >10 times that of mica, the hydration energy 

difference between IS and OS is expected to be significantly lower on rutile, thereby promoting 

IS speciation. Additionally, in case of rutile, the surface charge is located at the BO and TO sites 

which are situated (at ~1.3 and 2.0 Å respectively) above the surface, unlike mica which has a 

fixed lattice charge that is distributed at sites below the surface. This suggests that there will be a 

larger electrostatic energy difference between the IS vs. OS sites on rutile as compared to mica, 

which would tend to further stabilize the IS species on the rutile surface.  
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Since the previous XSW results had found that the IS species accounted for 

approximately half of the total adsorbed Sr2+ based on the XSW coherent fraction of 0.55, our 

limit of <6% of OS ions, combined with an expected 22% reduction in L=2 coherent fraction (as 

obtained from our RAXR results) based on our IS distribution width, apparently does not 

account for all of the remaining ions. This suggests that the presence of an OS species does not 

fully explain the differences in RAXR and XSW measurements. This implies that some of the 

unaccounted for Sr2+ could either be extrinsic (e.g., associated with variations in the bulk ion 

concentration) or intrinsic (e.g., present in the diffuse double layer). Our measured Rb+ coverage 

of 0.080±0.003 ML, which shows excellent agreement with the previous MUSIC model 

prediction of specifically-adsorbed Rb+ coverage[22], apparently explains only part of the total 

Rb+ coverage (i.e., including IS/OS and diffuse species) expected under these conditions[54, 55]. 

We see no evidence of significant OS adsorption for Rb+ which is in agreement with results on 

other minerals. It is therefore likely that any remaining Rb+ ions are present in the diffuse layer. 

Based on linearized Poisson-Boltzmann theory[1], it is expected that a diffuse layer of 

monovalent ions will have a Debye length of ~100 Å (at 1mM concentration). Probing this 

broadly distributed portion of the ion distribution will require measurements at much lower 

scattering angles (Q<0.1Å-1) than those included here. 

 

3.5 Conclusions 

These results have extended the understanding of ion adsorption at the rutile–electrolyte 

interface by direct measurements of adsorbed Rb+ and Sr2+ distributions[92]. X-ray reflectivity 
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and resonant anomalous x-ray reflectivity techniques were applied to probe the distribution of 

these ions at dilute concentrations and it was found that both Rb+ and Sr2+ adsorb as inner-sphere 

species above the surface. Our measured Rb+ height is in good agreement (within 0.1 Å) with the 

average height of the multi-site inner-sphere Rb+ distribution predicted by the MD 

simulations[56] that included both tetradentate and bidentate IS adsorption. The measured Sr2+ 

distribution confirms the previous XSW results in terms of Sr2+ height and coverage. We find 

that our measured Sr2+ vertical distribution width (0.35±0.02 Å) is significantly broader than the 

typical width expected for an adsorbed species at a single IS site (~0.1 Å based on MD results) 

and is consistent with the multi-site inner-sphere species predicted by MD simulations[56] (with 

a mixture of tetradentate and bidentate adsorption modes). This shows that part of the apparently 

“missing” Sr2+ from previous XSW measurements was the result of the multi-site ion 

distribution. These results are therefore the first experimental confirmation of the multi-site 

adsorption distribution of cations at the rutile-electrolyte interface as predicted by MD[56]. Our 

results for both Rb+ and Sr2+, in comparison with previous MD simulations, confirm that the 

rutile surface is hydroxylated, in agreement with earlier conclusions by Predota et al[38]. The 

background electrolyte (Na+) was found to have no significant effect on the adsorbed Sr2+ height 

and coverage within the systematic errors of our measurements, while we observe an increase in 

the width of the Sr2+ layer in presence of Na+. It is not clear how the presence of Na+ would 

increase the width of the Sr2+ distribution, although the present results might suggest that this is 

achieved through a electrolyte-dependent partitioning between the different adsorption sites. Our 

results do not find any significant outer-sphere species of Sr2+ on rutile as predicted by MD 

simulations (the simulations had predicted 5% of Sr2+ in the OS), however we can place an upper 
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limit of ~6% on the amount in the outer-sphere if present at the height predicted by MD. The 

understanding of the multi-site IS adsorption behavior can be furthered by measuring the Sr2+ 

distribution in presence of a competing species that is also expected to be strongly IS-adsorbed 

(such as another divalent cation, e.g. Zn2+), and observing the changes in the partitioning of Sr2+ 

at the different IS sites. 
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Chapter 4 :  A Direct-Method for Imaging Elemental 

Distribution Profiles with Long-Period X-ray Standing 

Waves 

 

4.1 Introduction 

An introduction to the basics of XSW was provided in Chapter 2. Analysis of XSW data 

has traditionally relied on model-dependent approaches. That is, the predictions of models of the 

elemental distribution were used to explain the observed fluorescence yield modulation. In the 

case of single crystal Bragg-XSW, it was shown that the phase of the XSW corresponds to the 

phase of the element-specific structure factor at the momentum transfer of  the Bragg reflection 

condition[93]. The amplitude and phase of a Fourier coefficient of XRF-selected atomic density 

(i.e., the coherent fraction and coherent position) can therefore be obtained directly from the 

fluorescence yield modulation.[76, 94] Comparison of these measured amplitudes and phases for 

different H=hkl reflections with the model-calculated values allows the structure to be 

determined. For the long-period XSW, model-calculated fluorescence yields are typically 

compared with experimental data and fit through least-squares approaches. In all cases, the 

comparison between data and model-calculations is done after the X-ray reflectivity data are 

analyzed so that the XSW electric field intensity is known.   

 While the phase-sensitivity of XSW data has been long acknowledged, it was 

demonstrated only recently that elemental distributions can be obtained directly from the 
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experimental Bragg-XSW data through a fully model-independent analysis. This is obtained by 

Fourier-inversion of the set of hkl Fourier amplitudes and phases obtained from each Bragg 

reflection. This was shown for the case of impurity atom distributions within a crystal[95], as 

well as for species located above the crystal surface[88, 96-98]. This model-independent XSW 

analysis has only been applied to single crystal Bragg-XSW measurements. Recently Bedzyk 

demonstrated a different model-independent approach that is applicable to the TER-XSW 

regime[99]. Specifically, he showed that the fluorescence yield measured near the substrate 

critical angle can be converted to a modified-yield whose inverse Fourier transform directly 

recovers the elemental distribution of interest. This approach is limited to the TER-XSW regime 

because it assumes that the phase of the reflected wave that participates in XSW varies linearly 

with scattering angle. Nevertheless, it shows that such model-independent approaches are 

applicable, in principle, to the long-period XSW regime.  

Here we describe a generalized model-independent method for reconstructing elemental 

distribution profiles from XSW data. This approach is valid for the long-period XSW including 

TER and PML regimes. It also explicitly includes absorption so that it is applicable both within a 

material and above a reflecting surface. This approach makes use of the known complex 

reflectivity coefficients (determined from the reflectivity analysis) and assumes that the element-

specific structure factor varies slowly enough with momentum transfer, Q, so that the 

fluorescence yield variation within a given Q-interval, |Q- Q0| < ΔQ/2 (where Q0 and ΔQ are the 

center and width of the Q-interval, respectively), can be described by a fixed amplitude, A(Q0), 

and phase, P(Q0), of the element-specific structure for that Q-interval.  Where necessary, the 

amplitude and phase variation within a given interval can be described by a linear Taylor series 
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expansion. The formalism is applied to analyze Ti-Kα yield for a tri-layer system consisting of a 

TiO2 thin film grown on a Si/Mo bi-layer on a Si substrate, with the sample in air (ex situ) and in 

contact with an aqueous solution (in situ). 

 

4.2 Model-Independent Method 

4.2.1 XSW Fluorescence Yield in an Attenuating Medium 

Refer to the case of interface between two absorbing media, 2 and 3 (medium 1 being the 

vacuum layer), discussed in Chapter 2 (Fig. 2.7). The expression for total E-field intensity in 

medium 2 given in eqn. 2.4.3 can be simplified as,  

,ଶሺܳଶܫ ሻݖ ൌ
ଶࢿ|

்|ଶ

ଵ|ଶܧ| ൌ
ଶሺܳଶሻ|ଶܧ|

ଵ|ଶܧ|  ݁ା ொమ
′′௭  ቂ1  Rଶ ݁ି ଶ ொమ

′′  ௭   2ඥRଶ ݁ି ொమ
′′  ௭ cos൛vଶ െ ܳଶ

′ ൟቃݖ  ሺ4.2.1ሻ 

Here the factor ݁ା ொమ
′′௭ represents the attenuation of the incident wave in medium 2 that includes 

both the linear absorption as well as extinction (i.e. attenuation of the evanescent wave that 

occurs for incident angles below the critical angle). Therefore ܳଶ
′′  is an effective linear absorption 

coefficient. The pre-factor representing the E-field intensity at z=0 just above interface 2,3  is 

obtained from the relation, 

ଶሺܳଶሻ|ଶܧ| ൌ | ଵ|ଶܧ| ଵܶ,ଶ|ଶ݁ି ொమ
′′௧మ                                                                                                         ሺ4.2.2ሻ 
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where ଵܶ,ଶ is the transmission coefficient at the vacuum/medium-2 interface based on Parratt’s 

formalism[60, 67], and ݐଶ  is the thickness of medium 2. Setting |ܧଵ|ଶ  =1, we obtain the 

normalized E-field intensity at any height z within medium-2 as, 

,ଶሺܳଶܫ ሻݖ ൌ ଶሺܳଶሻ|ଶܧ|    ቂ݁ା ொమ
′′  ௭  ܴ ݁ି ொమ

′′  ௭   2ඥRଶ  cos൫vଶ െ ܳଶ
′  ൯ቃ                                 ሺ4.2.3ሻݖ 

The first exponential term in the above equation represents the attenuation of the incident beam, 

the positive sign denotes that the beam is attenuated with decreasing height above the interface. 

The second exponential represents the attenuation of the reflected beam, which is attenuated with 

increasing height above the interface. The third term which is a result of coherent interference 

between the incident and reflected waves is unaffected by the attenuation in the medium.  

Based on the dipole approximation for the photoelectric effect, the fluorescence yield 

from an element with distribution ߩሺݖሻ within medium 2 is given by, 

ܻሺܳଶሻ ൌ  න ,ଶሺܳଶܫ ሻݖሺߩ ݖሻ݀ݖ

௧మ

௭ୀ

                                                                                                          ሺ4.2.4ሻ 

Here it is assumed that the effective absorption length in medium-2 for the emitted fluorescent 

X-ray is much larger than ௧మ
ୱ୧୬ሺఈሻ

 where ߙ is the fluorescence emission take-off angle. Substitution 

of the Eq. (4.2.3) into the above expression, and expanding the cosine term yields, 

ܻሺܳଶሻ ൌ ଶሺܳଶሻ|ଶ ቂܧ| ܻሺܳଶሻ   Rଶሺܳଶሻ ܻሺെܳଶሻ   ඥRଶሺܳଶሻ  ሼܨ*ሺܳଶሻ expሺ݅vଶሻ 

  2exp−݅v2                                                                                                                                   ሺ4.2.5ሻܳܨ
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The first term in the equation above,  ܻሺܳଶሻ ൌ  ሻ ݁ା ொమݖሺߩ

′′  ௭  ݀ݖ௧మ
௭ୀ , is the yield due to the 

incident beam only, i.e., the yield when R=0. And here, 

ሺܳଶሻܨ ؠ න ሻ  ݁  ொమݖሺߩ
′ ௭ ݀ݖ

௧మ

௭ୀ

ൌ ଶߩ
ሺܳଶሻܣ    expሾ݅ 2ߨ ܲሺܳଶሻሿ                                                 ሺ4.2.6ሻ    

is the structure factor (or Fourier transform) of the XRF-selected elemental distribution, ܲሺܳଶሻ 

the phase of the structure factor, and ܣሺܳଶሻ the amplitude of the normalized structure factor 

ଶߩ ଶ. Hereߩ/ሺܳଶሻܨ ൌ  ௧మݖ݀  ሻݖሺߩ
௭ୀ  is the 2D atom number density of the fluorescing species, 

also referred to as the total coverage. The yield can be normalized to ߩଶ, 

ሺொమሻ
ఘమವ ൌ

ଶሺܳଶሻ|ଶܧ|  ቂబሺொమሻ
ఘమವ   Rଶሺܳଶሻ బሺொమሻ

ఘమವ   2 ඥRଶሺܳଶሻ ܣሺܳଶሻ cosሼvଶሺܳଶሻ െ ሺܳଶሻሽቃ             ሺ4.2.7ሻܲߨ2  

 We now consider two cases of interest in which the above expression can be simplified. 

The first is a limiting case of a narrow distribution located significantly above interface 2,3, with 

an average height ݖ , and distribution width ݖ߂. When ݖ߂ ا 1/ܳଶ
′′ , (the effective absorption 

length), the variation of the attenuating exponential factor in the expression for ܻሺܳଶሻ, over the 

range of ݖ߂ can be neglected, to obtain, 

ሺொమሻ
ఘమವ ؆

ଶሺܳଶሻ|ଶܧ|  ቂ݁ା ொమ
′′  ௭బ   Rଶሺܳଶሻ ݁ିொమ

′′  ௭బ   2 ඥRଶሺܳଶሻ ܣሺܳଶሻ cosሼvଶሺܳଶሻ െ   ሺܳଶሻሽቃ    ሺ4.2.8ሻܲߨ2
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Here the center of the distribution, ݖ, is an unknown quantity, along with A and P, which can be 

determined from the analysis of the ܻሺܳଶሻ data, as illustrated later in this paper. We also note 

that ݖ= 2πP(ܳଶ)/ ܳଶ in the limit of ܳଶ  0.  

The other case of interest is for distributions that are located near interface 2,3 (ݖ ا 1/ܳଶ
′′  ), 

where Eq. (4.2.7) can be simplified by applying a first order Taylor series expansion to the 

exponential term in the expression for ܻሺܳଶሻ, 

ܻሺܳଶሻ ؆  න ሺܼሻ ൣ1ߩ   ܳଶ
′′ ݖ݀  ൧ݖ 

௧మ

௭ୀ

ൌ ଶߩ    ܳଶ
′′  ൏ ݖ   ଶ                                                    ሺ4.2.9ሻߩ

where <z> =  ఘሺ௭ሻ ௭  ௗ௭ మ
సబ

ఘమವ  is the average height of the distribution. The term ܻሺെܳଶሻ is also 

expanded similarly, to obtain, 

ሺொమሻ
ఘమವ ؆ ଶሺܳଶሻ|ଶ [1 ܧ| Rଶሺܳଶሻ   2 ඥRଶሺܳଶሻ ܣሺܳଶሻ cosሼvଶሺܳଶሻ െ  ሺܳଶሻሽܲߨ2

            + ൏ ݖ   ܳଶ
′′  ൫1 െ Rଶሺܳଶሻ൯]                                                                        ሺ4.2.10ሻ 

We now evaluate the first order term in the expansion of the attenuation factor, ݁ା ொమ
′′௭ , 

used in the above derivation, for the case of an elemental distribution in an aqueous medium (in 

which case the attenuation length of 17 keV X-rays in water is ~10 mm ). At the critical angle of 

the aqueous medium (Q = 0.022 Å-1), the contribution of this term to the fluorescence yield is 

less than one percent for distribution widths less than ~1200 Å, and becomes smaller with 

increasing angles (since it is inversely related to Q). Since the Ti distribution probed in this study 
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is only ~10-20 Å thick, it is reasonable to exclude this attenuation term. In this case, the 

expression for fluorescence yield becomes, 

ܻሺܳଶሻ
ଶߩ   ؆ ଶሺܳଶሻ|ଶܧ|  ቂ1  Rଶሺܳଶሻ   2 ඥRଶሺܳଶሻ ܣሺܳଶሻ cosሼvଶሺܳଶሻ െ  ሺܳଶሻሽቃ         ሺ4.2.11ሻܲ ߨ2

In an XSW experiment Y is measured, while R and ߥ are known (in principle) from 

analysis of the reflectivity measurement. The only unknowns therefore are ܣሺܳଶሻ and ܲሺܳଶሻ 

which can be extracted from the data using the model-independent method discussed below. This 

equation is similar to that used in Bragg-XSW analysis with the difference that here A and P are 

continuous functions of ܳଶ, whereas in the Bragg-XSW case, A and P are treated as constants 

referring to a specific Bragg diffraction condition. 

Applying a first order Taylor series expansion to A and P over a region of width ∆ܳଶ centered at 

ܳଶ ൌ ܳଶ
 , we obtain: ܣሺܳଶሻ ൌ ொమୀொమܣ

బ  ቀ ௗ
ௗொమ

ቁ
ொమୀொమ

బ
 ሺܳଶ െ ܳଶ

ሻ , and ܲሺܳଶሻ ൌ ܲொమୀொమ
బ 

ቀ ௗ
ௗொమ

ቁ
ொమୀொమ

బ
ሺܳଶ െ ܳଶ

ሻ, and substituting in Eq. (4.2.11), 

ሺொమሻ
ఘమವ ൌ ଶሺܳଶሻ|ଶܧ|  ቈ1  Rଶሺܳଶሻ  2 ඥRଶሺܳଶሻ ቆܣ  ௗబ

ௗொమ
 ሺܳଶ െ ܳଶ

ሻቇ cos ቊvଶ െ ቆ ߨ2 ܲ 

݀ܲ0݀ܳ2 ܳ2−ܳ20                                                                                                                               ሺ4.2.12ሻ  

Expanding the expression to first order in the gradient terms, the above equation transforms to, 


ఘమವ ൌ ଶሺܳଶሻ|ଶܧ| ቂ1  Rଶ  2 ඥRଶ ܣ cosሺvଶ െ ܲሻ  ߨ2   2 ඥRଶ   ቄ ௗబ

ௗொమ
cosሺvଶ െ ܲሻ  ߨ2 

ௗబ ߨ 2ܣ
ௗொమ

sinሺvଶ െ ܲሻ ቅ  ߨ2 ሺܳଶ െ ܳଶ
ሻቃ                                                                                     ሺ4.2.13ሻ  
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This shows that the the fluorescence yield near Q0 is determined by A0 and P0, while the 

variation farther away from Q0 is controlled increasingly by the gradient terms ቀ ௗ
ௗொమ

ቁ
ொమୀொమ

బ
 and 

ቀ ௗ
ௗொమ

ቁ
ொమୀொమ

బ
.  The four unknowns in the above equation (ܣ, ܲ, ௗబ

ௗொమ
 and ௗబ

ௗொమ
ሻ can be extracted by 

a model-independent fit of Eq. 4.2.13 to the measured yield data vs. ܳଶ in a region of width Δܳଶ. 

If the entire range of data is divided into separate segments of width ∆ܳଶ, and each segment is fit 

separately to the above equation, a series of amplitudes and phases (and their gradients, if 

needed) can be obtained. If the chosen segment width ∆ܳଶ is sufficiently small, such that there is 

no significant variation in the structure factor for the elemental distribution over this region, the 

fluorescent yield variation within each segment can be fit with just the A0 and P0 of that segment. 

The elemental distribution ρ(z) can then be directly generated by the Fourier-inversion, using the 

relation: 

ሻݖሺߩ ൌ
1

ܣ൛ ߨ2 expൣ݅ 2ߨ ܲ൧ exp൫െ݅ ܳଶ
ݖ൯ ∆ܳଶ ൟ



                                                                   ሺ4.2.14ሻ 

Here ܳଶ
 is the center of the jth segment, and the summation is over all segments into which the 

data is divided. The recovered profile will be intrinsic with sufficient sampling of A and P (i.e., 

in terms of the sampling frequency which determines the size of the Fourier window, and the 

maximum momentum transfer which determines the spatial resolution of the recovered profile). 

 Eq. (4.2.13) is also applicable to the case where the X-ray attenuation over the extent of 

the elemental distribution is considerable (e.g. for a 1000 Å or wider distribution in an aqueous 

medium), if the extra term  ൏ ݖ  ܳଶ
ᇱᇱ ሾ1 െ Rଶሺܳଶሻሿ  is added in the expression for the 
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fluorescence yield (Eq. (4.2.10)). In this case however, there is an additional unknown quantity,

<z>, which can be used as an extra parameter during the model independent fit of the data. 

Similarly, for the limiting case of a narrow distribution far away from the interface (Eq. (4.2.8)), 

  can be used as an additional parameter during the model independent fit although its value isݖ 

determined by ܲሺܳଶሻ. 

 

4.3 Materials and Methods 

4.3.1 Sample Description 

Measurements were conducted on a tri-layer system consisting of TiO2, Si and Mo layers 

grown on Si substrate. The starting substrate was a 2.5 mm thick, single-side polished, 150 mm 

diameter Si(001) wafer. The wafer surface had a root mean square (rms) roughness of 3 Å as 

measured using x-ray reflectivity (Fig. 4.3). The wafer was diced into several 12-mm by 37-mm 

sized samples. These rectangular Si substrates were then mounted on a specially designed plate 

to hold the individual pieces separately, and were coated using sputter deposition with Si and Mo 

layers (with expected thicknesses of 540 Å and 60 Å, respectively). The top layer of TiO2 with 

nominal thickness of 14 Å was then grown by atomic layer deposition (ALD)[100] using 20 

consecutive 2 sec. exposures of titanium tetrachloride and water with 5 sec. purge periods. The 

substrate temperature was 100°C and the reactor base pressure was 1.1 torr of flowing (360 

mL/min) UHP nitrogen. The samples were degreased with acetone, methanol and de-ionized 

water in a sonicator before the sputter deposition, before the ALD growth, and before the X-ray 

measurements.  
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Ex situ x-ray measurements were performed with the sample held in air. The in situ x-ray 

measurements were conducted in a thin-film cell geometry[17] with a Kapton film used to 

enclose the aqueous layer on the sample surface. The aqueous solution used for the in situ case 

was a 0.2 mM RbOH solution at pH 10.3. This solution condition was chosen as part of an effort 

to measure ion distributions at the oxide-water interface, the results of which will be published 

elsewhere. 

4.3.2 Experimental 

X-ray reflectivity and X-ray standing waves measurements were conducted at beamline 

33BM-C at the Advanced Photon Source (APS) at Argonne National Laboratory. The incident x-

ray energy during the measurements was 17.00 keV. The measured beam size at the sample was 

0.05 mm-high by 1 mm-wide, with a flux of ~2 x 1010 x-ray photons/second. The reflected 

intensity was measured using a Cyberstar scintillation detector, while the Ti-Kα fluorescence was 

collected using a SII NanoTechnology Inc. Vortex detector. An ion chamber with N2 gas was 

used as monitor of the incident flux to which the data was normalized before analysis. A linear 

background was subtracted from the Ti-Kα yield data based on the background around the peak 

in the multi-channel analyzer (MCA) spectrum. A typical MCA spectrum measured ex situ is 

shown in Fig. 4.5 (see Fig. 5.1 for typical in situ MCA spectra). Corrections due to the detector 

dead-time[12] and due to the variation of the beam footprint on the sample with incident angle 

were applied to the yield data. Data for Q < 0.026 Å-1, where beam footprint on the sample 

exceeded the sample length, were not included in the reflectivity and Ti-yield analysis.  



120 
 

The Ti coverage was estimated from x-ray fluorescence yield measured in both ex situ 

and in situ environments. Calibration of the absolute elemental coverage used the Sr-Kα yield 

from a standard sample (a Sr implanted Si wafer with 10.6 Sr/nm2, calibrated with Rutherford 

backscattering[12]), taking into account the differences in the elemental absorption cross-section 

and the Kα-fluorescence cross-section (yield) for the two elements, as well as the difference in 

the detector efficiency at the two fluorescence energies. The measured fluorescence yield was 

corrected for attenuation through air before reaching the detector, while additional corrections 

for attenuation of the fluorescence yield as well as of the incident beam through the Kapton and 

solution layers were included for the in situ measurements.  

 

4.4 Results 

4.4.1 Results from Simulations 

We first demonstrate the feasibility of the model-independent formalism by applying it to 

simulated fluorescence yield data generated from a model calculation for incident X-ray energy 

of 17.00 keV. The simulated data was generated by an augmentation of Parratt’s recursion 

formulation[68, 101, 102]. The model structure is a Si/Mo bi-layer on a Si substrate (black line 

in Fig. 4.1A), where the Si and Mo layers are 560 Å and 60 Å thick, respectively, that is similar 

to the samples investigated below in the experimental studies. The simulated reflectivity from 

this layered structure with  ߪ ൌ 1 Å rms interface roughnesses is shown in Fig. 4.1B. Notice that 

there is a sharp drop in the reflectivity at the Si critical angle corresponding to QC = 0.032 Å-1.  
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Figure 4.1: Model-independent formalism applied to simulated fluorescence yield data for 

Si/Mo bi-layer on Si substrate, for three assumed Gaussian elemental distributions, each with σ = 

5 Å. (A): The density profile (black) used in E-field intensity calculation. The 3 elemental 

distributions shown are for Gaussian profiles centered at 50 Å above (blue), 10 Å below (green), 

and 50 Å below (red) the top Si surface. (B): Simulated reflectivity vs. Q calculation. (C): The 

simulated fluorescence yield data (symbols) and model-independent fits (solid lines, based on 

electric field intensities in vacuum). The dashed black line shown for the case of the Gaussian 

located 50 Å below the surface is the model-independent fit based on the use of electric field 

intensities inside the Si layer, and including x-ray absorption in the medium as described by Eq. 

(4.2.8). The data are offset vertically for clarity. (D) & (E): The model-independently derived A 

and P (symbols), and those based on the assumed models (lines). (F): The recovered profiles. 
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The target elemental profiles that will be recovered are represented by Gaussian 

distributions (shown in Fig. 4.1A) with widths of  ߪ ൌ 5 Å, centered at 50 Å above (blue), 10 Å 

below (green), and 50 Å below (red) the top Si surface. (In these simulations the target elemental 

profiles will not affect the primary E-fields by refraction or absorption). These height differences 

lead to differences in the simulated fluorescence yield data for the three cases (Fig. 4.1C), where 

the first peak in the TR region is present below the Si critical angle (QC~ 0.032Å-1) for the 

Gaussian located above the surface, while almost at and slightly above QC for the profiles 

centered 10 Å and 50 Å below the surface, respectively. This is consistent with a XSW node 

being at the top surface at Q = 0 and the first XSW anti-node sweeping inward toward the 

surface as the incident angle increases and arriving at the top Si surface when the incident angle 

equals QC for Si.  

The simulated yield data is fitted with the model-independent formalism discussed above 

to recover the elemental profiles, first using the electric fields in vacuum (i.e. using R1, v1, and 

E1 corresponding to the air-Si interface). This is done to illustrate the situation in which the 

elemental profile is initially unknown. The simulated XRF yield data are assigned a fixed 

uncertainty of 0.1%. The data are divided into segments of width ΔQ = 0.01 Å-1 (which gives 

sufficient sampling to locate distributions up to 2π/ΔQ =600 Å above the surface) as shown by 

the vertical dashed lines in Fig. 4.1C, and the fluorescence yield within each segment is fitted 

with only two parameters corresponding to the amplitude and phase ቀܣ൫ܳ൯and ܲ൫ܳ൯ቁ. Note 

that the calculated fluorescence yield does not show any significant discontinuities at each 

segment boundary, suggesting that the chosen segment width was appropriate. The model-

independently derived A and P (symbols in Figs. 4.1D and 4.1E), are compared with the 
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expected values of ܣ , and ܲ , ( lines in Figs. 4.1D and 4.1E, respectively) that were 

obtained from the calculated structure factors, F, for the Gaussian profiles, given by,  

ሺܳሻܨ ൌ exp ൬െ
1
ଶܳଶ൰ߪ 2 expሺ݅ ܳ ܼሻ ൌ ሺܳሻܣ expሾ݅ 2ߨ ܲሺܳሻሿ                                  ሺ4.4.1ሻ 

where Z0 is the center and σ the width of the Gaussian layer. Using Eq. (4.2.14), the Fourier-

inversion of the derived amplitudes and phases yields the density profiles (Fig. 4.1F). The 

recovered mean positions of the distributions in Fig. 4.1F match (within 0.5 Å) the expected Z0 

values from the original Gaussians shown in Fig. 4.1A for the cases of 10 Å below the surface 

and 50 Å above the surface. In these cases, the fluorescence yield data is also reproduced well by 

the formalism (solid lines in Fig. 4.1C). The recovered position for the Gaussian located 50 Å 

below the surface, however, differs from the actual position by 6 Å. In that case, the fluorescence 

yield data are not well-reproduced by the model-independent formalism (red line in Fig. 4.1C).  

This is due to the use of electric field intensities appropriate for the vacuum layer instead of 

those present in the silicon substrate (although this limitation was also present for the profile that 

was 10 Å below the surface; in that case, the change in electric field intensities was small due to 

its proximity to the interface).  

We then used the electric field intensities inside the Si layer to fit the fluorescence yield 

for the Gaussian located 50 Å below the surface. This was done by using the reflection 

coefficients (i.e. Rଶ, vଶ, and Eଶ) corresponding to the Si-Mo interface in the analysis. In this case, 

we used the phase gradient parameter dP/dQSi during the fit, in addition to the A and P 

parameters, since the distribution was at a large height with respect to the Si-Mo interface (since 

the Gaussian located 50 Å below the surface is at a height of 510 Å from the Si-Mo interface), 
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and therefore the phase variation could not be treated as constant over the segment width (ΔQSi = 

0.01 Å-1). In this case it was also important to include x-ray absorption inside the Si layer, which 

was significant below the critical angle.  This was done by use of Eq. (4.2.8) and using z0 as an 

additional parameter in the fit. This approach gave excellent agreement with the fluorescence 

yield data, both above and below the critical angle (dashed line in Fig 4.1C). The average height 

of the distribution was obtained simply from the parameter z0 (Eq. (4.2.8)), which was found to 

be 509.9 Å with respect to the Si-Mo interface, or 50.1 Å below the top surface (close to the 

expected 50 Å). The height of the distribution was also obtained from the density profile 

reconstructed from the derived amplitudes and phases, which was found to be centered at 510 Å 

above the Si-Mo interface, exactly as expected. In the calculations described above for the 

Gaussian distributions, the model-independent calculations used the E-fields based on the Si/Mo 

bi-layer, and neglected any contribution to the electric field intensity due to the presence of the 

elemental profile. When the presence of the elemental distribution significantly alters the E- 

fields, it should be included in the E-field calculations. Since the reflectivity of the system is 

measured in an XSW experiment along with the fluorescence yield, this is automatically 

included when the E-fields are based on the analysis of the experimental reflectivity data.  

The analysis so far has extracted A(Q) and P(Q) of the elemental profile using ΔQ = 0.01 

Å-1, and the gradient parameters were neglected (except for the last example in which the 

reflection coefficients were referenced to the Si-Mo interface and where the phase gradient term 

was included). We now illustrate the conditions under which fixed amplitudes and phases can be 

used, and when the gradient parameters become important. This is shown in Fig. 4.2 for a 

distribution consisting of two Gaussian layers located at and 50 Å above the surface (inset in Fig.  
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Figure 4.2: Illustration of relative benefits of model-independent analysis using fixed values of 

A(Q0) and P(Q0) within segment ΔQ at Q0, vs. using linearly varying A & P within each 

segment. Data are simulated for a Si/Mo bi-layer on Si substrate for a 2-layer elemental 

distribution consisting of Gaussians centered at & 50 Å above the surface (shown in inset in B), 

each with σ = 5 Å. (A): The simulated fluorescence yield data (blue circles), and two model-

independent calculations: without (dashed red line) & with (solid green line) the gradient terms 

of A & P included. In the first case, the yield is calculated using A = A(Q0) and P = P(Q0). In the 

second case, additional slope parameters dA/dQ and dP/dQ are included based on the gradients 

of A & P obtained from actual elemental structure factor at Q0. (B) & (C): The variation of A & 

P, respectively, for the actual elemental distribution (blue circles), along with the model-

independent calculation with fixed values defined at Q0=0.04 Å-1 (red dashed lines), and when 

the gradient terms are included (green lines). 
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4.2B). The simulated fluorescence yield data (blue circles in Fig. 4.2A) is compared against two 

model independent calculations. The first calculation (dashed red line in Fig. 4.2A) assumes 

A(Q) = A(Q0 ), and  P(Q) = P(Q0 ), with Q0  = 0.04 Ǻ-1 chosen to be at the center of the 

calculation range (ΔQ = 0.08 Å-1). Note that this calculation agrees well with the simulated data 

near Q ൌ Q0 extending over a Q-range where the assumed values of A(Q0) and P(Q0) (red 

dashed lines in Fig. 4.2B and 4.2C) approximate the actual variation of A(Q) and P(Q) (thin blue 

lines in Fig. 4.2B and 4.2C). This range of Q = 0.035 to 0.045 Å-1 is highlighted in Fig. 4.2A. 

However, this calculation deviates significantly from the simulated data as Q deviates 

significantly from Q0. The second calculation (green line in Fig. 4.2A) shows that inclusion of 

the terms that describe the gradient of A and P within ΔQ (i.e., dA/dQ(Q0) and dP/dQ(Q0)) 

substantially increases the range over which the model independent calculation agrees with the 

simulated data, again because this provides a better approximation for the actual variation of A 

and P within the segment width (blue line, Fig. 4.2B and 4.2C). From this example, it becomes 

evident that the choice of approach in analyzing the fluorescent yield data (i.e., using fixed 

amplitudes and phases for each segment, or including linear gradient terms) will depend on the 

specific shape of the element-specific distribution and the choice of the segment widths. 

Consequently, some prior knowledge of the potential physical range of the elemental distribution 

is helpful in choosing the segment width. The appropriateness of the chosen segment width can 

be directly evaluated by the ability to reproduce the observed fluorescence yield data. 
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4.4.2 Ex situ Experimental Results 

The X-ray reflectivity measurements for the TiO2/Si/Mo on Si substrate system are 

shown in Fig. 4.4A (magenta dots). We begin with a qualitative assessment of the data. Two 

distinct periods of oscillations are visible in the data. The longer oscillation period (ΔQ ~ 0.1 Å-

1) arises from interference between x-rays reflected from the Si-Mo and Mo-Si interfaces 

suggesting a Mo layer thickness of 2π/ΔQ ~ 60 Å. The fine period oscillations have a ~9 times 

finer Q-spacing corresponding to the Si layer thickness of ~540 Å. It can be seen that the fine 

period oscillations in the data are weaker for Q < 0.12 Å-1, and become strong at larger Q. This is 

because of the increased attenuation of x-rays passing through the top Si layer to reach the Si-Mo 

interface at low angles, thereby causing reduction in the interference fringes. There is also a 

gradual reduction in the strength of these finer-scale oscillations with increasing Q. This 

reduction is associated with interfacial roughness, of the interface above or below the Si layer. 

The observation of significant oscillations from the Mo thickness that are still pronounced at 

high Q suggests that the Si-Mo and Mo-Si interfaces have sharper widths than the Si/TiO2 /Air 

interfaces.  

A precise and quantitative analysis of these data is necessary to obtain the electric field 

intensities necessary to analyze the XSW fluorescence yield data. This was performed using least 

squares fitting by comparing the data to model calculations based on Parratt’s recursion 

formalism[60, 67]. Interfacial roughness was incorporated as a Debye-Waller factor multiplied 

by the Fresnel coefficients for each interface[60]. The system was modeled as separate TiO2, Si 

and Mo layers on a semi-infinite Si substrate. The refractive index parameters (n = 1 - δ - i β) for 

the three materials were initially based on the bulk values. Two parameters were used to describe  
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Figure 4.3: X-ray reflectivity of the Si (001) wafer, used as a substrate for the deposition of the 

TiO2/Si/Mo layers. XR of the wafer measured in air (magenta circles), and calculation for an 

ideally flat interface (Fresnel reflectivity, in black line), and for interface with a 3 Å root mean 

square roughness (blue line). The data was measured with the Rigaku ATX-G diffractometer in 

the NU X-ray Lab, using Cu-Kα incident radiation (8 keV). 
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Figure 4.4: Model-independent analysis of measured ex situ and in situ reflectivity and Ti-yield 

for TiO2-Si-Mo-Si substrate (schematic shown in inset). (A): The reflectivity data (dots) in 

absolute units (magenta: ex situ, blue: in situ multiplied by 0.01), and model fits (lines). Error-

bars in reflectivity are not shown for clarity, typical statistical uncertainty was ~0.5%, while a 

minimum uncertainty of 2% based on systematic errors was assigned before analysis. B): 

Highlight of the reflectivity data in Q<0.12Å-1 range corresponding to full Ti-yield data (circles, 

panel C). The parameters derived from reflectivity analysis were based on fit of the full-range 

(shown in A). C): The Ti-yield data (circles, magenta: ex situ, blue: in situ), model-independent 

fits (dashed lines), and model-based fits (solid lines). Vertical dashed lines show segments into 

which data were divided for model-independent analysis (using ΔQ = 0.01 Å-1). The blue arrow 

shows the range of in situ data included in the fit (Q>0.05Å-1).  
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Figure 4.5: X-ray fluorescence spectrum, measured in air on the TiO2/Si/Mo tri-layer sample, at 

Q=0.032 Å-1. Measurement was on sample#1 (as described in the text). Different fluorescence 

lines assigned to the spectrum for the purpose of energy calibration (and identification of line of 

interest), are indicated. The signal of interest was the Ti-Kα fluorescence for the ex situ 

measurements.  
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Table 4.1: Parameters derived from the fit of the reflectivity data measured in air and under an 

aqueous solution. 

 Ex situ Results (Sample#1) In situ Results (Sample#2) 
Fit qualitya   
R-factor 0.10 0.08 
χ2  55 37 
   
Structure b   
ை2்ݐ  ሺÅሻ  16.7 ± 0.1 14.9 ± 0.2 
 ௌ ሺÅሻ   549.3 ± 0.2 546.2 ± 0.3ݐ
 ெ ሺÅሻ  60.67 ± 0.02 60.65 ± 0.01ݐ
்ܺை2 c 0.88 ± 0.01 0.86 ± 0.01 

ௌܺ  0.97± 0.01 0.83 ± 0.02 
ܺெ  1.06 ± 0.01 1.12 ± 0.01 
ି்ை2ߪ  ሺÅሻ  5.73 ± 0.08 5.0 ± 0.1 
 ை2ିௌ  ሺÅሻ  4.9 ± 0.1 5.4 ± 0.2்ߪ
 ௌିெ  ሺÅሻ  3.54 ± 0.02 3.40 ± 0.02ߪ
 ெିௌ  ሺÅሻ  3.75 ± 0.02 3.51 ± 0.02ߪ
   
Extrinsic    
 ு2ை ሺμሻ  0 1.39 ± 0.04ݐ
  ሺμሻ  0 7.5 ± 0.1ݐ
ܺு2ை  N/A 1d 
ܺ  N/A 1d 
Angle avg., ܳߜோ ሺÅି1ሻ 0 0.048 ± 0.001e 
 
 
 
 
 
  
                                                 
a Least- squares fit was guided by Chi-squared deviation of the data from the calculation, defined as χ2 = 1/n ∑(y-
f)2/ε2, where y denotes the data, f the calculation, ε the uncertainty in the data, and n the number of data points. 
Quality of fit is also indicated by parameter R representing the average deviation of data points from calculation, or 
R = 1/n ∑|(y-f) /y|, where || denotes the absolute value. 
b  Uncertainties are based on a minimum 2 percent error-bar enforced on the data points when the statistical 
uncertainty was smaller. 
c X denotes the fraction of the electron density of the layer with respect to the electron density of bulk material. 
d Parameter fixed during the fit. 
e A bending radius of curvature of 31 m can be estimated based on δQRef for a vertical x-ray beam size of 50 μ. 
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Table 4.2: Parameters derived from model-independent and model-based analyses of the Ti-Kα 

x-ray standing wave data measured in-air and under an aqueous solution. Ti coverage estimate 

based on x-ray fluorescence measurements is also reported. 

 Ex situ Results (Sample#1) In situ Results (Sample#2) 
Model Independent   
Fit quality   
R-factor 0.03 0.02 
χ2 19 1.9 
Structure a   
Z0 (Å) - 9.3 - 10.0 
Δ (Å) ~ 30 ~ 30 
Extrinsic    
 ொୀ0  0.86 0.60ܣ
Angle avg., ܳߜோ ሺÅି1ሻ 0 0.037 ± 0.001b 
 ு2ைି௨௩௧ ሺμሻ c 0 10.8 ± 0.6ݐ
   
Model Dependent   
Fit quality   
R-factor 0.05 0.02 
χ2 31 3 
Structure    
Z0 (Å) -9.2 ± 0.3 -10.5 ± 1 
Δ (Å) 21 ± 3 20 ± 3 
Extrinsic    
 ொୀ0  0.86d 0.60dܣ
Angle avg., ܳߜோ ሺÅି1ሻ 0 0.037 ± 0.001b 
 ு2ை ሺμሻ  0 3.8 ± 0.6ݐ
  ሺμሻ  0 8.3 ± 0.7ݐ
X-ray Fluorescence   
ΘT (Ti atoms / Å2) 0.31e 0.25e 
                                                 
a The model-independent structural parameters shown were derived from the fit parameters A and P used in the fit. 
b A bending radius of curvature of 40 m can be estimated based on δQRef for a vertical x-ray beam size of 50 μ. 
c This is used to calculate ܽூ at the water-TiO2 interface needed for the model-independent analysis (accounts for 
attenuation of the incident x-ray beam through Kapton and solution layers). 
d Value fixed based on the information from model-independent results. 
e  This is an estimate based on the procedure described in the experimental section. The uncertainties in this 
parameter were systematic and arose from the nominal attenuation corrections of the Ti-Kα fluorescence yield 
through air, Kapton and solution layers (for the in situ data), that were based on the detector geometry, as well as 
corrections for the detector efficiency.  
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the jth layer, a thickness (tj), and a density factor (Xj) to allow for changes in the layer density 

with respect to the assumed bulk density of the material (shown by dashed horizontal lines in 

Fig. 4.6A). The refractive index used for jth layer was ݊j ൌ ݊j
Bulk  ܺj. Interfacial roughness for the 

interface between the j and j+1 layers was included as the parameter σj. The calculation (Fig. 

4.4A, black line as indicated for ex situ case) reproduces all of the qualitative features present in 

the data and has an R-factor of 0.1 (defined in Table 4.1). The structural parameters determined 

from the fit are shown in Table 4.1 (sample#1). The Si and Mo layer thicknesses determined 

from the analysis are close to the values that we estimated from qualitative assessment, and the 

interfaces above the Si layer are indeed rougher than the ones below it. The thickness of the top 

TiO2 layer is determined to be 16.7 ± 0.1 Å. The complete density profile based on this model 

analysis (black lines in Fig. 4.6A) was used to calculate the electric field intensities required to 

analyze the XSW data. 

The Ti-Kα fluorescence yield data measured in air is shown in Fig. 4.4C (magenta 

circles). The first peak in the fluorescence yield data occurs at Q ~ 0.032 Å-1, the critical angle of 

the system (Fig. 4.4B), which reveals that the Ti distribution is located at the surface, as 

expected. The yield modulations at increasing Q (Fig. 4.4C) arise from the oscillations in 

reflectivity due to the Si layer thickness (Fig. 4.4B).  

For the model-independent analysis, the data was divided into segments of width ΔQ = 

0.01 Å-1 (outlined in Fig. 4.4C by dashed vertical magenta lines), and fit using the model-

independent formalism described above. Here the reflectivity, and the phase of the reflectivity 

coefficient are based on Parratt’s formulation applied to the electron density model displayed in  
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Figure 4.6: The density profiles for the TiO2 – Si – Mo – Si substrate system based on analysis 

of reflectivity measurements (black lines) for (A) the ex situ analysis, and (B) the in situ analysis. 

The horizontal black dotted lines show the expected bulk electron density of each material. 

These interfacial profiles include the interfacial roughness obtained by the reflectivity analysis 

(see Table 4.1). The TiO2 profiles based on the analysis of Ti-yield data are also shown for 

model-independent (dashed) and model-based (solid) cases, these profiles are scaled to absolute 

units based on the Ti coverage measured from XRF. 
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Figure 4.7: Amplitudes and (B) phases (symbols) extracted from the model-independent analysis 

for the sample measured in air (magenta) and in contact with an aqueous solution (blue).  The A 

and P variation based on the model analysis are shown in lines. Note the difference in the 

extrapolated value of ܣொస0   for the ex situ and in situ results. Also shown are the A vs. Q 

variation (black line) for the ex situ case if the distribution were fully coherent (i.e. with  ܣொస0 ൌ

1).  
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Fig. 4.6A. Note that this model includes an initial rough estimate (from reflectivity analysis) for 

the presence of the TiO2 layer and thus Rଵ and vଵ correspond to the air-TiO2 interface. As seen in 

Fig. 4.4C, the model-independent fit (dashed black line as indicated for the ex situ case) is in 

very good agreement with the data, giving an R-factor of 0.02 (Table 4.2).  The amplitudes and 

phases (A and P) derived from each segment are shown in Fig. 4.7 (magenta circles); these A 

and P values reveal direct information about the 1D Ti atomic density profile. The negative slope 

in phase variation indicates that the Ti distribution is centered below the surface, which is 

expected since the origin was chosen to be the air-TiO2 interface. The Q-variation of the derived 

amplitudes and phases in the Q-range of analysis is consistent with a single layer of Ti, as 

expected. The extrapolation of A(Q) in the limit of Q→0 (i.e., ܣொୀ0) gives the value ܣொୀ0 ൌ

0.86 (or 86% of the total coverage). This Q = 0 value of element-specific amplitude is expected 

to be equal to unity for any elemental distribution. That ܣொୀ0 is less than unity indicates the 

presence of an incoherent contribution to the fluorescence yield. We will provide explanations 

for possible sources of this incoherency in the discussion section.  

The Fourier-inversion described by Eq. (4.2.14) is then used on the set of Aj and Pj values 

shown in Fig. 4.7 to generate the Ti profile centered at 9.4 Å below the surface as shown in Fig. 

4.6A. This Ti profile is converted to absolute units of e/Å3 for a TiO2 layer (Fig. 4.6A, dashed 

magenta line), based on the measured Ti-number density from XRF (Table 4.2) and the electron 

density of TiO2 (assuming all Ti are in the form of TiO2). This conversion is done so there can be 

a direct comparison of the XSW-derived profile to the adjoining electron density profile that was 

derived from the reflectivity analysis. 
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A model-based analysis was done to confirm the model-independent results; this was 

based on exact calculation of E-fields throughout the extent of the total structure, and use of Eq. 

(4.2.4) to calculate the fluorescence yield from the model Ti structure. The model used was a 

rectangular profile with rounded edges, represented by the product of two error-functions. The 

interfacial widths were fixed at the values derived from the reflectivity analysis for the air-TiO2 

and TiO2-Si interfaces. Other parameters used during the fit were a scale factor, and the 

thickness and position of the Ti layer. This model-dependent fit led to an R-factor of 0.03 (solid 

black line in Fig. 4.4C, Table 4.2). An incoherent fraction of 0.14 (i.e., 1- ܣொୀ0) was assumed in 

the analysis based on the information from the model-independent analysis (Table 4.2). This 

parameter was fixed since it co-varies with the width of the Ti layer. This incoherent component 

was modeled as a relatively broad Gaussian layer centered at the surface. We used a width of 200 

Å, which was sufficiently broad to make the structure factor for this layer insignificant over the 

Q-range of data studied. The amplitudes and phases of the Ti distribution including the 

incoherent component are plotted in Fig. 4.7 (magenta lines), indicating very good agreement 

with the model-independent results. The model-based density profile (Fig. 4.6, solid magenta 

line) shows that the Ti distribution is centered at 9.2 ± 0.3 Å below the surface, which agrees 

with the results derived from the model-independent analysis. This is also a good agreement with 

the value expected based on reflectivity, which is 8.4 Å (i.e., half of the TiO2 layer thickness 

found from the reflectivity analysis), especially since reflectivity is not an element specific 

technique. The Ti-layer thickness of 21 ± 3 Å obtained from the model-analysis of the XSW data 

can be compared against that derived from two other independent methods, namely, reflectivity 

and x-ray fluorescence. The reflectivity measurements reveal a TiO2 thickness of 16.7 ± 0.1 Å. 
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The differences are not unexpected given the poorer spatial resolution of the XSW data. Based 

on a Qmax – Qmin defined resolution, the XSW data had a resolution of ~33 Å while the 

reflectivity had a 7 Å resolution. The estimate of the TiO2 film thickness based on XRF yield is 

10 Å. This value is based on the coverage of 0.31 Ti/Å2 estimated from the measured Ti-Kα 

counts (at Q=0.15 Å-1) using the procedure described in the experimental section, and assuming 

bulk density of TiO2 to calculate the TiO2 thickness from the coverage.  

 

4.4.3 In situ Experimental Results 

The in situ reflectivity data (Fig. 4.4A) were measured on a second sample that was 

nominally similar to that used for the ex situ measurements. The data are similar in terms of the 

period of oscillations suggesting similar structural parameters. The in situ data are characterized 

by a substantially diminished magnitude of oscillations in the reflectivity signal compared to the 

ex situ data, particularly in the low-Q region (Fig. 4.4B). This is due to both intrinsic and 

extrinsic factors. There is a reduced density contrast at the water-TiO2 interface which reduces 

the visibility of these fringes. We also find that there is a bending of the sample due to stress on 

the sample edges from tension in the Kapton film which was used to confine the aqueous 

solution at the sample surface[103]. This bending of the crystal further reduces the visibility of 

the reflectivity fringes due to “angular averaging”, because the incident beam effectively has a 

finite range of incident angles along the length of the beam-footprint on the sample.   

The model used to fit the in situ reflectivity data (black line in Fig. 4.6B) was similar to 

that used in the ex situ analysis, except additional layers of water and Kapton were included. 
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Layer thicknesses, density factors, as well as the interfacial roughnesses were allowed to vary 

during the fit. An additional parameter ߜQRef was used to include the effect of angular averaging, 

based on the treatment described by Libera[103], where the angular range over which the data 

are averaged at any Q is described by ܳߜ ሺܳሻ ൌ  ொRef

ொ
 QRef is the angular averagingߜ Ref, whereܳߜ 

at QRef =0.01 Å-1. The parameters obtained from the in situ analysis are listed in Table 4.1 

(sample#3). The good agreement in the structural parameters for the two separately prepared 

samples measured under different conditions shows the reproducibility of our sample preparation 

conditions.  

Comparison of the in situ Ti-yield data (Fig. 4.4C) with the ex situ data shows that the 

observed oscillation period is very similar for Q > 0.07 Å-1, but differs significantly for Q<0.05 

Å-1. This is due to the angular averaging described above, which is most significant at lower 

incident angles (Fig. 4.4B and 4.4C). As for the reflectivity data (Fig. 4.4B), the magnitude of 

the fluorescence yield oscillations (Fig. 4.4C) is considerably smaller for the in situ data.  

The in situ Ti-yield analysis was restricted to Q > 0.05 Å-1 (as indicated by the blue 

arrow, Fig. 4.4C). Data outside of this range was not used for analysis because the calculations 

could not explain the measured fluorescence yield oscillations below Q = 0.05 Å-1, as seen from 

the disagreement in the plot (Fig. 4.4C). This is because the angular averaging (ܳߜ) at these low 

angles becomes larger than the period of modulations in the data. The inability to reproduce the 

data in this range suggests that the actual functional form for the angle-averaging at these angles 

was more complicated than the assumed model.  
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The model-independent analysis was conducted as described for the ex situ case, except 

now the electric field intensities used were calculated using the reflection at the water-TiO2 

interface (i.e. using R2, v2, and E2 for that interface). The incident E-field amplitude ሺE2ሻ above 

the water-TiO2 interface was based on transmission of incident x-rays through a water equivalent 

thickness parameter (Table 4.2) included in the fit, which accounted for the attenuation of the 

incident beam through the water and Kapton layers. The attenuation of the XSW over the 

thickness of the TiO2 layer was, however, neglected as stated previously. During the model-

independent analysis, the yield data was initially plotted as Y vs. ܳு2ை , where ܳு2ை  is the 

momentum transfer inside the aqueous layer. The data was then divided into segments of width 

∆ܳுమை ൌ 0.01 Åିଵ, and the model-independent approach was used to obtain an amplitude and a 

phase for each segment. These model-independently derived A and P values are plotted vs.  ܳ 

(referred as Q) in Fig. 4.7 (blue squares) for a direct comparison with the ex situ data. The 

model-independent phases are similar to the ex situ results, implying that the center position of 

the Ti layer should be comparable for the two samples. The derived amplitudes on the other 

hand, while similar to ex situ case in terms of their variation with Q in the study range, differ 

quite clearly in terms of their magnitude. Note in particular that the extrapolated value of ܣொୀ0 

(i.e., the coherent fraction) is ~0.60 compared to the value of 0.86 observed for the ex situ data.  

The Fourier-inverted density profile for the in situ data (Fig. 4.6B, dashed blue line) was 

obtained using ܳ2 ൌ ܳு2ை in Eq. (4.2.14) with the derived A and P values. This density profile is 

comparable to the ex situ case (Fig. 4.6A), showing that the formalism can be used to measure 

the in situ elemental distribution.  
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A model-based analysis shows good agreement with the model-independent results, both 

in terms of the A and P variation (Fig. 4.7, dashed blue lines), and the Ti profile (Fig. 4.6B, solid 

blue line). The center of the Ti distribution is 10.5 ± 1 Å below the surface, and is within error of 

the value derived with model-independent approach (10.0 Å). It is comparable to (but somewhat 

larger than) the value from the in situ reflectivity analysis (7.5 Å). The width of the Ti layer, 20 ± 

3 Å, is comparable to the reflectivity measurement (14.9 ± 0.2 Å). The structural parameters of 

the Ti layer for the in situ measurement are within error the same as that obtained for the ex situ 

results (Table 4.2).  

 

4.5 Discussion 

We have demonstrated that this model-independent formalism can be used to extract 

elemental Fourier amplitudes and phases from experimentally measured long-period x-ray 

standing wave data to directly obtain the elemental profiles from the fluorescence yield data. It 

has also been shown that the formalism can be applied to measure in situ distributions by 

imaging the Ti layer under a thin solution layer. The capability of imaging under aqueous media 

and with long-period XSW can be very valuable in measuring extended structures such as the 

diffuse double layer[15] at liquid-solid interfaces.  

One significant factor in interpreting these data is the experimental resolution.  The width 

of the profiles extracted with this approach does not reflect the intrinsic width of the distribution 

if the intrinsic width is smaller than the experimental resolution. This is the case for the Ti 

profiles in Fig. 4.6, where the model-independent profiles derived from the XSW data have a 
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width of about 30 Å. The experimental resolution is given by π/(Qmax-Qmin), where Qmax (Qmin) is 

the higher (lower) end of the fluorescence yield data range. Based on the Q-ranges shown in Fig. 

4.4C, the spatial resolution of the XSW results can be estimated as ~33 Å for the ex situ data and 

~45 Å for the in situ data.  The resolution can be improved by measuring the data to a higher Q.  

However, the reduction in reflectivity with increasing Q decreases the fluorescence yield 

modulations (thus requiring longer counting times to obtain the necessary statistical 

significance).  

The model-independent elemental Fourier amplitudes in Fig. 4.7A revealed a significant 

incoherent fraction for the ex situ measurements and an even greater incoherent fraction for the 

in situ measurements. We propose that this incoherency is primarily induced by diffusely or 

incoherently scattered X-rays that are produced by the incident and reflected beams passing 

through the layers of surrounding media. Since these secondary scattered x-rays are incoherent, 

their induced Ti-Kα XRF yield will show no interference effect. This gives rise to a background 

fluorescence signal that is added to the XSW induced signal. Even though (for reasons of 

convenience) we use a secondary broad Ti distribution to mimic this incoherency effect in our 

model fits to the XSW data, it should be clear that the observed incoherency is due to an X-ray 

incoherency. This conclusion is supported by the observation that there is an increase in the 

incoherent fraction observed for the in situ XSW measurements compared to the ex situ 

measurements, since the Kapton and solution layers serve as additional sources of diffuse or 

incoherent scattering. When these different incoherent fractions are used in the model-dependent 

analyses for the two conditions (i.e. ex situ and in situ), the Ti profile parameters obtained are the 

same within experimental uncertainties.  
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The formalism described here is valid for an XSW generated by reflection from an 

interface. It can therefore be used for various geometries including TER and PML, and can also 

be extended for the single crystal Bragg-XSW case. Note however, that while Parratt’s 

formalism can be used to obtain the reflection coefficients needed in the analysis (R and ν) for 

the TER and PML regimes, as done in this paper, for the high-angle Bragg case these should be 

calculated using the precise dynamical diffraction theory for single crystals[104]. The current 

formalism can be compared to the previous model-independent approach that is applicable to the 

Bragg XSW case. In that case, the fluorescence yield measured around Hth order diffraction 

revealed the discrete amplitude and phase of the Hth order Fourier-coefficient of the 3D density 

distribution. Because of this, the sampling of the element-specific structure factor was limited to 

points in reciprocal space that satisfy the Bragg diffraction condition (and hence the modulo-d 

ambiguity was present). However with the current approach, the Fourier coefficients can be 

sampled at a substantially higher frequency through TER and PML XSW measurements, or even 

along the crystal truncation rods that pass through each Bragg diffraction condition. The 

sampling interval in this approach is only determined by the segment width chosen in the 

analysis which should be large enough so that the derived parameters are well defined. Because 

of the finer sampling, a unique reconstruction of more extended distributions becomes possible.  

While the earlier and simpler formalism developed by Bedzyk[99] is also applicable for 

the reflection generated XSW, it is limited (in its current form) to the TER region of the data due 

to an assumption about the phase of the reflected wave. The present approach however places no 

constraints on either the magnitude or phase of the reflected wave and is valid even beyond the 

TER region. This means that there are no constraints on the type of layered structure that is used 
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to generate the standing waves, unlike the requirement of single crystals for Bragg-XSW case. 

Another distinguishing feature about the current approach is that it is applicable to XSW 

produced in an absorbing medium. 

In the analysis shown in Sections 4.4.2 and 4.4.3, it was assumed that the elemental 

structure factor amplitude and phase are constant over the segment width ΔQ. This however 

induces some errors since the variation in A and P may not always be negligible. We now 

estimate the errors (in A and P) for the case of an elemental profile represented by a single 

Gaussian layer centered at a height Z0 above the surface with width σ, over the range of data in 

the segment ΔQ centered around Q0. The amplitude and phase of the profile is given by, 

ሺܳሻܣ  ൌ ݁ି 1
2  ఙ

2 ொ2 , and ܲሺܳሻ ൌ 1
2గ

ܼܳ0. The change in A and P over the interval ΔQ, evaluated at 

Q=Q0, can thus be written as, ∆ܣ ൌ ௗ
ௗொ

 ∆ܳ ൌ ቀെܳ 1ି݁ 2ߪ
2 ఙ2 ொ2

ቁ ∆ܳ , and ∆ܲ ൌ ௗ
ௗொ

 ∆ܳ ൌ

1
2గ

ܼ0 ∆ܳ; and the fractional changes will be, ∆


ൌ  െܳ 2ߪ ∆ܳ, and ∆


ൌ  ∆ܳ/ܳ. This suggests 

that if a constant segment width ΔQ is used in the analysis to divide the entire range of data for 

the case of a Gaussian distribution, the fractional error in phase due to the neglected change over 

the interval ΔQ will be larger at small Q, while the errors in amplitude will be larger at higher Q 

depending on the width σ. Consider an example of a Gaussian profile having a width of σ = 5 Å, 

and sampled with a segment width, ΔQ = 0.01 Å-1.  At Q = 0.05 Å-1, the change in phase over 

ΔQ will be 20 %, while the change in amplitude will be 1 %.  Choosing a variable segment width 

ΔQ through the range of the data can help in reducing these errors.  

In cases where the elemental structure factor changes rapidly or non-linearly with Q, it 

may be important to include the gradient terms in the analysis, i.e. using four parameters A, P, 
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dA/dQ, dP/dQ for each segment ΔQ. These terms are particularly important for distributions that 

have multiple layers, as interference between the different layers can result in sharp changes in 

the variation of A and P as a function of Q. Since some degree of distortion will be induced in 

the results because of the non-linear variations of the elemental structure factor over the region 

ΔQ, precise structural results will still be best obtained from a conventional model analysis, 

using the model-independent results as the basis for building the model. If necessary, additional 

parameters describing the higher order changes can be included. It may also be beneficial to 

select smaller segment widths when the A and P variation is significant, although this may 

ultimately be limited by the sampling intervals of the experimental data.  

 

4.6 Summary 

We described a model-independent approach for directly obtaining elemental distribution 

profiles from multilayer structures by using X-ray fluorescence yield data for the case of 

reflection generated x-ray standing waves. The approach has been demonstrated by retrieving the 

Ti profile from the yield data measured both in air and under aqueous conditions. A 

distinguishing feature about the approach is that it allows determination of Fourier coefficients of 

the elemental profile at a more continuous sampling interval (in Q) than the previous model-

independent approach that was applicable to Bragg-XSW where sampling was limited to Bragg 

diffraction condition. This finer Q-sampling enables unique measurements of structures further 

away from the reflecting surface. Another uniqueness of the approach is that it makes no 

assumptions about the magnitude or phase of the reflected wave, and is therefore valid for any 
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case of XSW generated through specular reflection from a multilayer structure, including 

periodic multilayers. The formalism can be used to extract not only the amplitudes and phases 

(of the elemental structure factor), but also their first or higher order gradients, making it 

potentially useful in directly measuring complex profiles (like multi-layered distributions) where 

structure factor changes with Q can be complicated. Applicability to in situ systems makes the 

technique useful in imaging element profiles at liquid-solid interfaces, such as the adsorbed ion 

profile at aqueous-mineral interfaces. Since the technique allows analysis of the long period 

standing waves data, it can also be used to image extended or diffuse elemental distributions. 
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Chapter 5 : Enhanced Ion Adsorption at the 

NanoTitania-Aqueous Electrolyte Interface 

 

5.1 Introduction 

As pointed in Chapter 1, the functioning of electrochemical capacitors (ECs) is defined 

by adsorption of ions at the electrolyte-electrode interface[6, 7]. These devices hold great 

promise for use in hybrid electric vehicles and portable electronic devices[8-10]. Despite their 

excellent power characteristics, their applications are currently limited by their low energy 

density. While there have been substantial efforts to improve EC properties, including searches 

for new materials and tailoring of electrode structures[7, 105-109], there remain important gaps 

in our understanding of how electrolyte ions interact with charged interfaces at the nano-scale. 

Here, we show that titania nano-films support a 2-fold increase in total ion coverage, compared 

to single crystalline TiO2 in contact with the same aqueous electrolyte. Insight into the cause of 

this behavior is provided by probing the distribution of Rb+ and Sr2+ at the nanofilm-electrolyte 

interface using x-ray standing waves (XSW) and x-ray reflectivity (XR).  

Depending on the mechanism of interaction of ions with the electrode surface, the ECs 

are further categorized into double-layer and pseudo capacitors[110]. While the interaction is 

primarily electrostatic in double-layer capacitors, in pseudo capacitors it involves chemisorption 

of counter-ions and other chemical species (e.g. hydroxyls) at the interface. The small separation 
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between the surface and the adsorbed ions in pseudo capacitors leads to a significantly higher 

capacitance compared to  double-layer capacitors [111].  

The most commonly studied EC electrode materials have been carbon-based[108]. 

However energy density is limited in these materials due to their double-layer capacitive 

nature[9]. Metal oxides on the other hand are appealing because chemisorption is considered to 

be the dominant mechanism on these surfaces (i.e. pseudo capacitance). In particular, the 

transition metal oxides have gained interest because of their lower cost compared to other 

candidates, such as noble metal oxides like ruthenium dioxide[112, 113]. High surface area and 

nano-structured materials are considered to be important to maximize ion-electrode 

interactions[114]. Tailoring the electrode pore structure has been used previously as a way to 

achieve increased capacitance, this has been linked with ion diffusion into the pores (and 

resulting de-solvation of ions for small pore sizes)[115]. This phenomenon is however not yet 

well-understood, and it is important to further understand the fundamental processes associated 

with ion-electrode interactions.  

Direct measurements of ion profiles at liquid-solid interfaces have been limited mostly to 

single crystal substrates. The crystalline rutile TiO2 (110) surface has been particularly well-

studied[23, 30, 38, 92, 116], as described in Chapters 1 and 3. Both monovalent and divalent ions 

are known to adsorb in distinct sites (e.g., tetradentate vs. bidentate) where they are in direct 

contact with the surface oxygens. Here we show that the use of titania nanofilms leads to a 

substantial improvement in its adsorption capacity, and provide new insight into the mechanism 

by which this is achieved.   
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5.2 Methods 

5.2.1 Sample Preparation 

The sample used during surface titration measurements was a silica gel powder (Silicycle 

S10040M with nominal surface area 100 m2/gm) coated with a 14 Å amorphous titanium dioxide 

film using Atomic Layer Deposition (ALD)[100]. The ALD growth used 20 consecutive 120 sec. 

exposures of titanium tetrachloride and water separated by 120 sec. purge periods. The substrate 

temperature was 100°C and the reactor base pressure was 1.1 torr of flowing (360 mL/min) UHP 

nitrogen. The planar sample used for the x-ray measurements was the tri-layer system consisting 

of TiO2, Si and Mo layers grown on Si substrate, characterized in Chapter 4. The samples were 

degreased with acetone, methanol and de-ionized water in a sonicator before each growth step, as 

well as before the X-ray measurements. The X-ray measurements were conducted in a thin-film 

cell geometry[17] with a 8 μm-thick Kapton film used to enclose the aqueous layer on the 

sample surface. Representative AFM images measured on the bi-layer samples, uncoated and 

coated with nano-titania layer, are shown in Figs. 5.2 and 5.3 respectively. 

5.2.2 X-ray Measurements 

X-ray measurements were conducted at sector 33-BM-C at the Advanced Photon Source 

(APS) at Argonne National Laboratory. The incident x-ray energy during these measurements 

was 17keV, with a measured beam size (at the sample) of 0.05 mm x 1 mm along the vertical 

and horizontal directions, respectively. Further details about XR and XSW measurements 

procedure can be found in Chapter 4. Typical in situ X-ray fluorescence spectra measured under 

de-ionized water (DIW) and under an electrolyte solution (containing Rb+) are shown in Fig. 5.1.  
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Figure 5.1: X-ray fluorescence spectrum, measured in situ, on the TiO2/Si/Mo sample, at 

Q=0.032 Å-1. Two MCA spectra are shown corresponding to the measurement in DIW (blue), 

and in 4mM Rb+ electrolyte (magenta), on sample#3. Different fluorescence lines assigned to the 

spectrum for the purpose of energy calibration (and identification of line of interest), are 

indicated. The signals of interest were the Ti-Kα and Rb-Kα fluorescence lines. 
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Figure 5.2: A representative AFM image of the Si/Mo bi-layer substrate surface, uncoated with 

the titania nano-film. (A) A 2D image of a 5 μ x 5 μ lateral area of the surface. (B) A line scan 

showing the vertical height variation vs. lateral position along the line marked in A. (C) A 3D 

plot of the surface topography, showing the surface height variation along the 25 μ2 lateral 

region. 
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Figure 5.3: A representative AFM image of the surface of titania nanofilm coated on the Si/Mo 

bi-layer substrate. (A) A 2D image of a 500 nm x 500 nm lateral area of the surface. (B) A line 

scan showing the vertical height variation vs. lateral position along the line marked in A. (C) A 

3D plot of the surface topography, showing the surface height variation along the 0.25 μ2 lateral 

region. 
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The X-ray results discussed in this chapter refer to the measurements on sample referred #3. 

Complete set of XR and XSW measurements on different samples and under different 

electrolytes can be found in Tables 5.3 to 5.6 and Fig. 5.9. 

The ion 2D-density (i.e., total number of ions per unit surface area) was measured using 

x-ray fluorescence yield measured at Q = 0.15 Å-1. Calibration of the absolute elemental 2D-

density used the Sr-Kα yield from a Si wafer standard implanted with 0.106 Sr/Å2, independently 

calibrated with Rutherford backscattering[12]. While calibrating the Rb+ 2D-density, the 

difference in the elemental absorption cross-section and the Kα-fluorescence cross-section (yield) 

for the two elements, as well as the difference in the detector efficiency at the two energies was 

taken into account. The attenuation of the incident and fluorescence x-rays through the Kapton, 

electrolyte layer, and air was included in the coverage estimation. 

5.2.3 X-ray Analysis 

The reflectivity data analyses procedure has been described in Chapter 4. The analysis of 

the ion and Ti yield XSW data was conducted first using the recently developed model 

independent formalism[117], which was followed by a final model-dependent analysis. The 

details of the Ti yield analysis have been reported elsewhere[117].  

The ion (Rb+/Sr2+) distribution was modeled as a condensed component that was 

represented by a Gaussian layer whose position and width were allowed to vary, and a diffuse 

component that was represented by an exponentially decaying profile with the fraction of ions in 

the diffuse profile being allowed to vary. The position and decay length of the diffuse profile 
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were fixed during the fit because these parameters were not uniquely determined by the data 

(Fig. 5.4 shows that most of the information concerning the diffuse ion distribution is present in  

 

Figure 5.4: Importance of the low-Q data in obtaining information about the diffuse part of ion 

distribution at the charged liquid-solid interface. Calculated amplitude of the structure factor of 

diffuse exponential profiles (inset shows a schematic of the difuse ions) for Rb+ and Sr2+, shown 

in black and blue respectively, with Debye lengths LD of 304 Å and 176 Å respectively, expected 

based on linearized Poisson-Boltzmann theory for 0.1mM ion concentration. The vertical dashed 

lines show the Q1/2 position. This position corresponds to the momentum transfer Q where the 

structure factor decays to half of its maximum value (as Q increases from zero). Q1/2 is equal to 

√/ࡰࡸ. The sensitivity to the diffuse profile is therefore reduced to one half at Q = Q1/2, and 

decreases further at higher Q. 
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the very low-Q data, i.e., Q<0.01Å-1). The position of the diffuse layer was fixed at 5 Å above 

the surface as this is a typical height where the bulk disordered water layer is expected to 

begin[25]. The decay lengths were obtained based on the linearized Poisson-Boltzmann 

theory[1] (which gave decay lengths of 304 Å and 176 Å respectively for Rb+ and Sr2+ at 0.1mM 

concentration). The condensed layer heights were determined with respect to the titania surface 

by making use of the relative ion-Ti distances and the measured Ti-film thickness. The 

condensed ion-Ti separations, ΔIon-Ti = 4.3 ± 1 Å for Rb+, and 8 ± 1 Å for Sr2+, were revealed by 

XSW, while the Ti layer center is known from XR analysis (ZTi = -7.5 ± 0.1 Å, i.e., below the 

titania-electrolyte interface). 

The measured 2D density of ions from XRF includes both the intrinsic contribution 

(referred to as the total coverage, including the ions in condensed and diffuse layers), and the 

extrinsic contribution (due to the bulk ions from the electrolyte layer). The total intrinsic ion 

coverages were determined from the measured 2D ion density by subtracting the number of ions 

in the bulk electrolyte layer (determined from the known bulk ion concentration and the 

measured electrolyte layer thickness derived from the Ti-yield analysis). 

 

5.3 Results and Discussion 

We first evaluate the surface charging properties of a 1 nm thick titania layer grown using 

atomic layer deposition (ALD)[100] on a high surface area silica gel powder (83.5 ± 0.7 m2/gm, 

as measured on coated powders using the N2 Brunauer-Emmett-Teller method or BET). The  
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Figure 5.5: Surface charging behavior of titania nano-film surfaces, in comparison to rutile 

surfaces. Symbols and dashed lines indicate measurements on the nanofilm, while solid lines 

show the rutile measurements. Surface charge density is plotted as a function of solution pH for 

0.03 m (black) and 0.3 m (red) NaCl as background electrolyte. The crossing point of the 

charging curves for the two background electrolyte strengths is indicative of the point of zero 

charge (pzc) of the surface. The nanofilm has a pzc of ~5.1, which is quite close to that of rutile 

(5.4). The nanofilm develops approximately double the surface charge compared to rutile at 

elevated pH.  
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surface charge evolution was measured as a function of solution pH in presence of 0.03 m and 

0.3 m NaCl (Fig. 5.5). The charging curves show that the point of zero charge or pzc of the nano-

titania film, assumed to be the pH of the crossing point of the curves for the two ionic strengths, 

is similar to that observed for well-crystalized rutile submicron powders with the (110) crystal 

face predominant (pH 5.4)[23]. This shows that the ALD-grown titania forms a continuous and 

impervious film on silica surfaces, because the pzc of silica is much lower. A significant 

difference between the nano-titania and rutile is that the nanofilm develops >2-fold higher 

surface charge density at pH’s far from pzc compared to rutile.  

An understanding of this novel behavior was obtained by observing the coverage and the 

distribution of adsorbed ions (Rb+ and Sr2+) on the nano-titania surface. We used the same titania 

nanofilms grown using ALD on a planar Si/Mo bi-layer substrate (consisting of Si and Mo layers 

of 540 Å and 60 Å, respectively, on a Si substrate; Fig. 5.6B) whose structure was optimized for 

these X-ray measurements. The interfacial structure of the multilayer in contact with aqueous 

electrolyte was measured using x-ray specular reflectivity (XR). The XR data (Fig. 5.6A) reveal 

a TiO2 nanofilm thickness of 14.9 ± 0.2 Å, and a density that is reduced by 14% from that of 

bulk rutile (other structural parameters can be found in Table 4.1, sample#3). The element-

specific XSW measurements confirmed the presence of a conformal titania film.  

The X-ray fluorescence (XRF) and XSW were then used to reveal the coverages of the 

cations adsorbing on the titania nano-film surface. The XSW-measured vertical ion distribution 

combined with the XRF-measured ion 2D-density, allowed measurement of both the total ion 

coverages (i.e. the surface excess of ions, including the condensed and diffuse layers), and the 

specifically-adsorbed coverages (i.e., the condensed layer).  
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Figure 5.6: In situ X-ray reflectivity analysis of the TiO2/Si/Mo tri-layer. XR data (blue dots), 

and the fit (black line) based on Parratt’s recursion formalism. Inset shows the electron density 

variation of the model corresponding to the best fit of the data (measured on sample#3). A 

schematic of the sample is also shown; the blue arrows depict the incident and reflected x-rays at 

the electrolyte-nanofilm interface. 
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The measured total ion coverages on the planar nanofilm are 0.014 Rb+/Å2 and 0.033 

Sr2+/Å2 (at 0.1mM RbOH and 0.1mM Sr(OH)2, at pH 10 and 10.3, respectively, refer Table 5.1). 

The total Rb+ coverage increased to 0.032 Rb+/Å2 at 1mM Rb+ and pH 11. These measured 

coverages are significantly higher than those calculated for crystalline rutile powder surfaces 

using multi-site complexation (MUSIC) model[46] at the same electrolyte compositions. For 

example, the nanofilm Sr2+ coverage (0.033 Sr2+/Å2) is twice that calculated for rutile (~0.016 

Sr2+/Å2) at the same solution ion concentration and pH (Table 5.1). The nanofilm Rb+ coverage 

(0.014 Rb+/Å2, at 0.1mM) is ~3.5 times higher than that calculated for rutile (~0.004 Rb+/Å2). 

This >2-fold enhancement in the total ion coverages on the nanofilm compared to rutile is similar 

to the increase in surface charge observed for the nano-titania coated powder samples as 

compared to rutile powders (Fig. 5.5). This demonstrates that the planar substrates show the 

same behavior as the powder substrates, and shows that the results are general for the ALD-

grown TiO2 films. This observed enhancement in surface charge density for the nanofilm might 

be due to a higher density of surface adsorption sites compared to the perfect rutile (110) surface. 

However, it could also be associated with a possibly different stoichiometry of the nano-film, 

due to for e.g., presence of oxygen vacancies in the film, which may also explain the observed 

lower film density.   

Significant differences were also observed in the specifically adsorbed ion coverages, 

between that observed on the nano-titania and that calculated for rutile using the MUSIC 

model[46] for the same conditions (Table 5.1). The measured specifically adsorbed coverage of 

0.009 Rb+/Å2 on the nanofilm is ~3-fold higher than the MUSIC model calculation for the rutile  
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Table 5.1: Ion coverages observed on the Nano-Titania using XSW+XRF (on sample#3), 

compared with MUSIC model calculations for rutile TiO2 as well as to previous powder titration 

work on rutile TiO2. The uncertainties in the total ion coverages were primarily systematic, with 

a variability of ~6% for Sr2+, and ~30% for Rb+ based on equivalent measurements on different 

samples. These errors are due to uncertainties in attenuation corrections that were applied to the 

measured fluorescence yield (see methods section in text), because the exit angle of the emitted 

fluorescence used for these corrections was estimated from the detector geometry. 

 

 Nano-Titania  Rutile TiO2 

 Ion coverage in #/Å2 (measurement/calculation conditions) 

Rb+   

Specifically-adsorbed 
Rb+ 

0.009 (0.1mM, pH 10) - 
XRF+XSW  

0.003 (0.1mM, pH 10) -  

MUSIC model 

Total Rb+ (intrinsic) 0.014 (0.1mM, pH 10) - 
XRF+XSW 

0.004 (0.1mM, pH 10) - 

MUSIC model 

Total Rb+ (intrinsic) 0.032 (1mM, pH 11) - 
XRF+XSW 

~0.010 (1mM, pH 11) -  

MUSIC model 

 

Sr2+   

Specifically-adsorbed 
Sr2+ 

0.027 (0.1mM, pH 10.3)- 
XRF+XSW  

0.016 (0.1mM, pH 10.3) -  

MUSIC model 

Total Sr2+ (intrinsic) 0.033 (0.1mM, pH 10.3)- 
XRF+XSW 

~0.016 (1mM, pH 10.3) -  

MUSIC model 
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surface (0.003 Rb+/Å2). This enhanced specifically adsorbed coverage of Rb+ is similar to the 

increase in total ion coverage. Similarly, the specifically adsorbed Sr2+ coverage is ~2-fold 

higher than the calculation for the rutile surface, consistent with the enhancement observed for 

the total Sr2+ coverage.  

The behavior shown by the two cations was further investigated by measuring the vertical 

profiles of these ions at the interface. An initial assessment of the XSW data (i.e., fluorescence 

yield vs. momentum transfer Q, Fig. 5.7) shows that the modulations of the Sr2+ yield are shifted 

towards lower Q with respect to the Ti yield while the modulations in the Rb+ yield appear to be 

un-shifted. This immediately suggests that the average vertical ion-Ti separation or ΔIon-Ti is 

larger for Sr2+ compared to Rb+. A complete analysis (Table 5.2) reveals that specifically 

adsorbed Rb+ is centered at a depth of 3.2 ± 1 Å below the nano-titania film surface, unlike the 

specifically-adsorbed Sr2+ that is centered at the surface within the experimental uncertainties 

(with a height of 0.5 ± 1 Å). Here, all heights are referenced to the inflection point (i.e., z=0) of 

the error-function density profile of the nanofilm-electrolyte interface which had an interfacial 

rms roughness, σ = 5.0 ± 0.1 Å. This implies that while Sr2+ specifically-adsorbs equally well at 

all the exposed areas of the surface (i.e. both above and below the average height of the rough 

surface), Rb+ apparently specifically-adsorbs preferentially below the average surface plane (i.e., 

in the valleys of the rough surface). 

The specifically adsorbed height of Rb+ on the nano-titania surface is in contrast to recent 

measurements on single crystalline rutile (110) surface (using resonant anomalous x-ray 

reflectivity[92]), where Rb+ was found to be located at a height of 2.1 Å above the surface plane 

(the height of 2.1 Å above the surface plane is equivalent to a height of 3.72 Å from the rutile  
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Figure 5.7: XSW analysis of ions adsorbing at the nanotitania-electrolyte interface. XSW data 

(symbols, measured on sample#3) and the model dependent fits (lines) for measurements under 

two different aqueous electrolytes, Rb+ and Sr2+. The Ti-yield (black circles) was measured at the 

same time as the ion yield (blue triangles: Rb+, red squares: Sr2+) for each case. The dashed 

vertical lines indicate that there is a Q-shift in the Sr2+ yield with respect to the Ti yield, while 

the Rb+ yield is unshifted. The Ti and Sr2+ yields measured with the Sr2+-electrolyte have been 

vertically offset by +1 for clarity.  
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Table 5.2: Parameters derived from the fit of XSW data for the Ti- and ion (Rb+/Sr2+)- yield 

measured on sample#3. 

 

 

Measurement for:- RbOH  0.1mM Sr(OH)2 0.1mM 
 Ti-XSW Rb-XSW Ti-XSW Sr-XSW 
Structure     
Z0 (Å)  -10.1 ± 1 -5.8 ± 0.9 -12.8 ± 1 -4.8 ± 0.6 
Δ (Å)a 17 ± 5 n/a 22 ± 3 n/a 
σ (Å)b n/a 11 ± 3 n/a 10 ± 2 
xDiffuse (%) n/a 34 ± 11 n/a 18 ± 8 
LD (Å) n/a 304 n/a 176 
Extrinsic      
Θinc 0.4 0.4 0.4 0.4 
Angle avg., ΔQref (Å-

1) 
0.036±0.001 0.037±0.001 0.037±0.001 0.039±0.001 

tH2O (µ) 6 ± 2 6 ± 1 2.6 ± 0.3 2.7 ± 0.3 
tKap (µ) 8 ± 2 11 ± 1 8.8 ± 0.7 1.9 ± 0.3 
 

 

 

 

 

                                                 
a The Ti distribution is represented by a rectangular profile of width Δ, centered at Z0, with interfacial roughnesses 
that are fixed to that obtained from X-ray reflectivity analysis. 
b  The ion profile includes condensed and diffuse components. The condensed component is represented by a 
Gaussian function with an rms width, σ, and centered at Z0. The Debye length of the diffuse part is fixed based on 
the value expected from linearized Poisson-Boltzmann theory. xDiffuse is the fraction of total adsorbed ions present in 
the diffuse layer. Ions present in the bulk solution were also included based on bulk fraction determined from 
measured total coverage and measured solution thickness. 
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Figure 5.8: Schematic showing the interaction of ions at the electrolyte-titania nanofilm 

interface. Rb+ (left) and Sr2+ (right). The Rb+ ions are preferentially adsorbed in the pores below 

the surface while Sr2+ adsorb equally both above and below the rough surface (the black 

horizontal line shows the zero surface height). The ions that are part of the diffuse double layer 

are also shown. The plot shows the electron density profiles of the ions (red: Rb+, green: Sr2+) 

and the total electron density profile obtained from reflectivity (brown). The ion profiles shown 

are in absolute units (increased by a factor of 10 for clarity) based on the ion coverages obtained 

from XRF and XSW analyses.  
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Figure 5.9: XR and XSW (titania and ion, i.e., Rb+ and Sr2+, fluorescence yield) analysis of data 

measured on two different samples, and under different electrolyte conditions. A and B: XR data 

(dots) and model based fits (lines) for measurements on sample#3 and 2 respectively. The 

electrolytes used for the XR measurements were Rb+ 0.2mM pH 10.3, and Rb+ 1mM pH 11 for 

samples 3 and 2 respectively. C and D: Ti and Ion XSW data (symbols) and model fits (lines) for 

samples 3 and 2 respectively. The electrolyte composition is indicated below each pair of curves. 

In each pair, the Ti-yield (black circles) was measured simultaneously with the ion yield (blue 

triangles: Rb+, red squares: Sr2+).  The data are vertically offset for clarity.  
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Table 5.3: Estimation of Ti and Rb+/Sr2+ coverages, from measured x-ray fluorescence and x-ray 

standing waves data, on different samples and under different electrolytes. 

 Ti coverage, total, in 
#/19.22Å2 (estimated TiO2 
thicknessa in parenthesis) 

Total ion coverage, i.e., measured 2D 
density – bulk ionsb), in #/19.22Å2 
(expressed as % of measured 2D 
density in parenthesisc) 

Sample # 2   
Rb+ 0.1mM  4.78 (7.8 Åd) 0.19 (82%) 
Rb+ 1mM  3.97 (6.4 Åd) 0.62 (66%) 
Sr2+ 0.1mM  4.53 (7.4 Åd) 0.68 (93%) 
   
Sample # 3   
Rb+ 0.1mM  4.54 (7.4 Åe) 0.26 (93%) 
Rb+ 0.2mM  4.98 (8.1 Åe) 0.36 (79%) 
Sr2+ 0.1mM  4.85 (7.9 Åe) 0.64 (96%) 
 

Table 5.4: Position of the peak in the condensed ion distribution with respect to the average 

surface height of the titania-electrolyte interface (z=0), for data measured on different samples 

and under different electrolytes. The condensed ion height from the TiO2 surface is obtained 

from the TiO2 layer center determined from reflectivity, and the Ion – Ti separation determined 

from XSW. 

Electrolyte Sample # 3 Sample # 2 
Rb+ 0.1mM, pH 10 - 3.2 ± 1 Å - 3.6 ± 1 Å 
Rb+ 0.2mM, pH 10.3 - 2.2 ± 1 Å n/a 
Rb+ 1.0mM, pH 11 n/a - 2.4 ± 1 Å 
Sr2+ 0.1mM, pH 10.3 + 0.5 ± 1 Å - 0.9 ± 2 Å 

                                                 
a Thickness estimation based on assumption of bulk TiO2 density in the film. 
b Ion 2D density measured from x-ray fluorescence, while bulk coverage estimated from known ion concentration in 
bulk solution and solution thickness known from model-independent analysis of Ti fluorescence yield. 
c Total intrinsic coverage of ions (including condensed or diffuse layers) expressed as fraction of the total measured 
2D density which also includes the bulk solution contribution. This fraction was useful in the final model dependent 
XSW analysis of the ion yield. 
d Compare against the value of TiO2 thickness based on reflectivity, which is 13.5 ± 0.3 Å for this sample. 
e Compare against the value of TiO2 thickness based on reflectivity, which is 14.9 ± 0.2 Å for this sample. 



167 
 
Table 5.5: Parameters derived from fit of reflectivity data measured in situ (under aqueous 

electrolyte), on sample#2. Reflectivity analysis parameters for data measured on samples #1 and 

#3 are shown in Table 4.1. 

 

 In situ results (sample#2) 
X-ray Reflectivity  
Fit quality a   
R2 0.019 
  
Structure b  
 ைమ ሺÅሻ  13.5 ± 0.3்ݐ
 ௌ ሺÅሻ   547.9 ± 0.3ݐ
 ெ ሺÅሻ  60.98 ± 0.01ݐ
்ܺைమ c 0.90 ± 0.02 

ௌܺ  0.82 ± 0.02 
ܺெ  1.099 ± 0.006 
 ି்ைమ ሺÅሻ  5.4 ± 0.1ߪ
 ைమିௌ  ሺÅሻ  5.6 ± 0.2்ߪ
 ௌିெ  ሺÅሻ  3.45 ± 0.02ߪ
 ெିௌ  ሺÅሻ  3.57 ± 0.02ߪ
  
Extrinsic   
 ுమை ሺμሻ  2.34 ± 0.08ݐ
  ሺμሻ  7.3 ± 0.2ݐ
ܺுమைd  1 
ܺ

d 1 
Angle avg., ∆ܳோ ሺÅିଵሻ 0.048 ± 0.001 
 

                                                 
a Fit quality described by parameter R-squared or R2 = 1/n ∑{ (y-f)2 /y2}, where y denotes the data, f the calculation, 
and n number of data points. 
b  Uncertainties are based on a minimum 2 percent error-bar enforced on the data points when the statistical 
uncertainty was smaller. 
c X denotes the fraction of the electron density of the layer with respect to the electron density of bulk material. 
d Parameter fixed during the fit. 
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Table 5.6: Elemental distribution from model-dependent analyses of Ti and ion (Rb+/Sr2+) 

fluorescence yield, for data measured on different samples, and under different electrolytes. 

 Ti yield analysis Ion yield analysis 
Sample# 3 Solution conditions:- Solution conditions:- 
 Rb+  

0.1mM 
Rb+ 
0.2mM 

Sr2+ 0.1mM Rb+ 0.1mM Rb+ 0.2mM Sr2+ 0.1mM 

Structure       
Z0 (Å) x -1 10.1 ± 1 10.5 ± 1 12.8 ± 1 5.8 ± 0.9 5.2 ± 0.9 4.8 ± 0.6 
Δ (Å)a 17 ± 5 20 ± 3 22 ± 3 n/a n/a n/a 
σ (Å)b n/a n/a n/a 11 ± 3 12 ± 2 10 ± 2 
xDiffuse (%) n/a n/a n/a 34 ± 11 25 ± 12 18 ± 8 
LD (Å) n/a n/a n/a 304 215 176 
   
Extrinsic        
Θinc 0.4 0.4 0.4 0.4 0.4 0.4 
Angle avg., 
ΔQref (Å-1) 

0.036±0.001 0.037±0.001 0.037±0.001 0.037±0.001 0.037±0.001 0.039±0.001

tH2O (µ) 6 ± 2 3.8 ± 0.6 2.6 ± 0.3 6 ± 1 3.5 ± 0.5 2.7 ± 0.3 
tKap (µ) 8 ± 2 8.3 ± 0.7 8.8 ± 0.7 11 ± 1 12.1 ± 0.5 1.9 ± 0.3 
   
Sample# 2 Solution conditions:- Solution conditions:- 
 Rb+  

0.1mM 
Rb+ 
1.0mM 

Sr2+ 0.1mM Rb+ 0.1mM Rb+ 1.0mM Sr2+ 0.1mM 

Structure       
Z0 (Å) x -1 9.1 ± 1 11.0 ± 0.8 10.0 ± 2 5.9 ± 0.5 6.6 ± 0.8 4.1 ± 0.7 
Δ (Å) 17 ± 4 13 ± 6 19 ± 4 n/a n/a n/a 
σ (Å) n/a n/a n/a 11 ± 2 9 ± 2 10 ± 2 
xDiffuse (%) n/a n/a n/a 32 ± 7 18 ± 17 6 ± 12 
LD (Å) n/a n/a n/a 304 96 176 
Extrinsic        
Θinc 0.4 0.4 0.4 0.4 0.4 0.4 
Angle avg., 
ΔQref (Å-1) 

0.035±0.001 0.035±0.001 0.036±0.001 0.036±0.001 0.035±0.001 0.037±0.001

tH2O (µ) 2.8 ± 0.7 3.1 ± 0.6 3 ± 1 2.6 ± 0.2 3.0 ± 0.7 2.7 ± 0.4 
tKap (µ) 7.8 ± 0.8 7.6 ± 0.7 8 ± 1 9.3 ± 0.3 4.8 ± 0.6 1.7 ± 0.4 

                                                 
a Ti distribution represented by a rectangular profile of width Δ and centered at Z0, the roughness of the edges is 
fixed at the interfacial roughness derived from reflectivity analysis.  
b Ion profile includes a condensed and a diffuse part. Condensed part is represented by the Gaussian of width σ and 
centered at Z0. The Debye length of the diffuse part is fixed based on the value expected from linearized Poisson-
Boltzmann theory. xDiffuse is the fraction of total adsorbed ions present in the diffuse layer.  
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(110) Ti-O plane). These differences appear to be due, at least in part, to the different 

morphologies of the nano-titania film and rutile sufaces. The surface roughness of the nanofilm 

(σ = 5.0 ± 0.1 Å) is larger in comparison to that observed on rutile (110) (σ ~ 1.5 Å)[92]. More 

importantly, the ~few nm lateral surface domain size of the nano-titania film (Supplementary 

Fig. 5.3) is much smaller than the typical ~μm-sized atomically flat terraces separated by 

elementary steps observed previously on rutile surfaces[22]. Higher roughness and smaller 

domain size of the nanofilm could be due to a higher effective surface porosity. The specifically-

adsorbed Rb+ being centered below the average surface plane might therefore be a result of a 

preferential adsorption inside the surface pores (Fig. 5.9). This would support previous studies 

that found that the electrode pore size directly controls EC capacitance[115]. 

Key insight into these results is obtained by exploring the vertical Rb+ distribution. The 

fraction of specifically adsorbed Rb+ and Sr2+ located below the average surface height (in the 

presumed pores) can be estimated if we assume that the condensed layer ions are conformal with 

the surface roughness, but with a different interaction strength for the inner and outer-surfaces 

(i.e., below and above z=0, respectively). The measured average condensed layer ion height 

specifies the ratio of the inner- and outer-surface coverages: ߠ
 ௨௧ߠ /

  (where, e.g.,  

ߠ
  is the condensed ion coverage at the inner surface). We find that ߠ

 ௨௧ߠ /
  is ~9 for 

Rb+, compared to ~1 for Sr2+. Thus the majority of specifically-adsorbed Rb+ ions apparently are 

located inside the surface pores. It is not clear why Rb+ shows this anomalously increased 

specific-adsorption tendency at the inner surfaces of the nano-titania (i.e., in the surface pores). 

This can be associated with the fact that surface charges within the ~nm-scale surface pores 

cannot be screened effectively by the more extended diffuse layer (having a characteristic ~30 
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nm Debye length) thereby stabilizing specific adsorption within these confined spaces. This 

suggests that interfacial electrode porosity can be used as a way to increase the fraction of 

condensed layer ions in ECs, thus resulting in enhanced energy densities. 

5.4 Conclusion 

These results demonstrate that titania nanofilms exhibit significantly enhanced properties 

for ion adsorption as compared to single crystalline rutile surfaces[118]. This is expressed by a 

>2-fold increase in the total amount of interacting ions, and a ~9-fold enhancement of specific 

adsorption of monovalent ions within the pores defined by the surface roughness. These results 

show that surface morphology is a critical factor for improving EC properties, as it offers a way 

to tune the pseudo- vs. double-layer- capacitive nature of the electrode-ion interaction by 

controlling the distribution of ions in the condensed and diffuse layers. The use of nanofilms for 

ECs is attractive for a number of reasons. First, EC energy storage characteristics are defined by 

interactions at the material surface, and therefore it is likely that only nm-thick layers are needed 

to achieve the appropriate characteristics. Second, advanced growth technologies such as atomic 

layer deposition offer an attractive way to create uniform nano-coatings even on high surface 

area materials that are needed for viable energy storage devices. The present results demonstrate 

that use of nanometer thick layers provides an additional degree of control that can be used to 

fully optimize materials properties.   
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Chapter 6 : Ongoing and Future Work 

6.1 XR and XSW Measurements on a Periodic Multilayer 

6.1.1 Introduction 

X-ray standing waves in the total-external reflection (TER) and multi-layer (ML) 

configurations offers the advantage that a wide range of substrate structures can be chosen to 

generate the XSW, unlike the case of Bragg-XSW which is limited to single crystalline 

substrates. Earlier in this thesis (Chapter 5), a tri-layer sample consisting of layers of TiO2, Si 

and Mo was used to probe the ion distribution at the TiO2 - electrolyte interface, where the XSW 

measurements were carried out using the strong reflection of the tri-layer through the low 

scattering angle range (Q ~ 0 - 0.12 Å-1). Here instead we use a Si/Mo periodic multi-layer 

(PML) sample as the substrate (coated with a TiO2 nano-film), and use the TER region and the 

strong reflection around the multilayer Bragg peaks to measure elemental fluorescence yields in 

the PML-XSW mode. Measurements reported aim to characterize the multi-layer structure, as 

well as probe the ion distribution at the TiO2-electrolyte interface. 

6.1.2 Experimental 

The sample used during these measurements was a TiO2 coated Si/Mo multi-layer grown 

on a Si substrate (Fig. 6.1 shows a schematic of the multi-layer). The TiO2 layer was expected to 

be ~ 10 Å thick, and was grown using atomic layer deposition (ALD). The multi-layer structure 

was expected to be 20 bi-layers of Si and Mo, where the Si and Mo layer thicknesses in each bi-

layer were expected to be 160 Å and 26 Å respectively, based on an earlier characterization of  
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Figure 6.1: Schematic of a periodic multi-layer with adjacent low and high density materials, 

200 Å Si / 50 Å Mo. A thin film of TiO2 (20 Å) on the surface is shown in red. The relative 

dimensions of the thicknesses of different layers are preserved in the plot (i.e., 1:1 scale in 

relative thicknesses). 
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these multi-layers[82]. The samples were de-greased with acetone, methanol and de-ionized 

water in a sonicator before the x-ray measurements. The measurements were conducted both ex 

situ (in air), and in situ in contact with electrolyte solutions (containing Rb+ or Sr2+). The ex situ 

measurements were conducted at sector 11-ID-D at the APS at Argonne National Laboratory, 

with an incident x-ray energy of 9.72 keV. The in situ measurements were done at sector 6-ID-B, 

where the incident energy was 17 keV. The fluorescence yield data was corrected for the detector 

dead-time, and for the variation of incident beam footprint on the sample with Q. The in situ 

XSW data reported is for the following solution conditions, RbOH 0.5mM pH 10.7, RbOH 1mM 

pH 11, RbOH 1mM NaCl 2mM pH 11, RbOH 1mM NaCl 5mM pH 11, RbOH 1mM NaCl 9mM 

pH 11, and RbOH 1mM with SrCl2 0.1mM pH 11. 

6.1.3 Results and Discussion 

The XR data measured in air is shown in Fig. 6.2B (magenta dots). We begin by a 

qualitative assessment of the data. Primarily, there are two distinct oscillations in the reflectivity 

data. The longer Q period oscillations correspond to the Bragg peaks of the multi-layer structure, 

i.e., the condition when reflections from each bi-layer constructively interfere. For e.g., the Q-

spacing between the third and the fourth Bragg peak is ΔQ ~ 0.031 Å-1, this corresponds to a d-

spacing of ~200 Å, as expected. The fine period oscillations have a period ΔQ ~ 0.0016 Å-1, this 

corresponds to a real space period of ~ 4000 Å. This arises from the interference from the 

thickness of the full structure, i.e. from the top and bottom of the full thickness which is expected 

to be 20 bi-layers each with a thickness of ~200 Å. The above assessment was only qualitative, 

and is strictly speaking valid only when the kinematical approximation is applicable. Since this is  
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Figure 6.2: X-ray reflectivity analyses of the TiO2 coated Si/Mo multilayer sample. (A): XR data 

measured in air (magenta dots), and model-based fit (black line), plotted in absolute units. (B): 

The total electron density profile of the model used (this model is referred to as the best-fit 

reflectivity structure in the text). Each layer was represented by separate parameters for thickness 

and density-factor (i.e. density relative to bulk material). The electron densities of the bulk 

materials (i.e., Si, Mo, and TiO2) are shown as dashed horizontal blue lines. 
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Figure 6.3: XSW analysis for the TiO2 coated Si/Mo multi-layer system. (A): X-ray standing 

wave (XSW) data for Ti-Kα yield measured in air, and model dependent fit. (B): The total 

electron density profile (black line, in e/Å3) based on the best-fit reflectivity structure, and the 

corresponding Ti-profile obtained from XSW analysis (blue line, in arbitrary units). Notice the 

disagreement in the Ti thickness between the best-fit reflectivity structure and the XSW derived 

structure. 
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Table 6.1: Structural parameters obtained from XR and XSW analysis based on the best-fit 

reflectivity structure. 

A. X-ray Reflectivity Results 
Multi-Layer Structure 
Bi-layer Number tSi (Å) tMo (Å) XSi  XMo 
1  179.8 ± 3.5   27.5 ± 0.6  1.124 ± 0.010  1.147 ± 0.019 
2  164.6 ± 0.5   24.9 ± 0.5  1.159 ± 0.010  1.192 ± 0.019 
3  164.9 ± 0.4   26.7 ± 0.5  1.163 ± 0.010  1.148 ± 0.017 
4  166.1 ± 0.5   26.5 ± 0.5  1.168 ± 0.010  1.143 ± 0.018 
5  163.7 ± 0.5   28.3 ± 0.6  1.170 ± 0.010  1.095 ± 0.016 
6  164.2 ± 0.5   28.0 ± 0.6  1.167 ± 0.011  1.094 ± 0.016 
7  165.1 ± 0.6   27.3 ± 0.6  1.167 ± 0.011  1.107 ± 0.018 
8  164.2 ± 0.6   28.1 ± 0.7  1.166 ± 0.011  1.086 ± 0.017 
9  164.1 ± 0.6   28.3 ± 0.7  1.171 ± 0.012  1.083 ± 0.017 
10  162.9 ± 0.6   28.1 ± 0.7  1.173 ± 0.013  1.081 ± 0.018 
11  163.2 ± 0.7   27.8 ± 0.8  1.176 ± 0.013  1.081 ± 0.019 
12  163.9 ± 0.8   26.7 ± 0.9  1.181 ± 0.015  1.100 ± 0.021 
13  165.3 ± 0.8   26.8 ± 1.0  1.189 ± 0.016  1.093 ± 0.023 
14  164.9 ± 0.9   26.8 ± 1.0  1.204 ± 0.017  1.084 ± 0.023 
15  164.6 ± 1.0   27.5 ± 1.2  1.213 ± 0.018  1.048 ± 0.023 
16  163.3 ± 1.1   28.5 ± 1.3  1.207 ± 0.018  1.008 ± 0.022 
17  163.8 ± 1.1   29.6 ± 1.3  1.204 ± 0.019  0.994 ± 0.021 
18  162.5 ± 1.1   32.4 ± 1.3  1.209 ± 0.019  0.959 ± 0.018 
19  159.2 ± 1.2   32.8 ± 1.4  1.201 ± 0.023  0.940 ± 0.018 
20  163.5 ± 1.6   30.4 ± 1.9  1.321 ± 0.023  0.877 ± 0.021 
Additional Parameters 
 ைమ (Å) 10்ݐ
 ௌைమ (Å) 10ݐ
σ (Si-Mo) (Å) 11.5 ± 0.3 
σ (Mo-Si) (Å) 1  
σ (Air-TiO2) (Å) 1 
σ (TiO2-SiO2)(Å) 1 
σ (SiO2-Si) (Å) 1 
 
B. X-ray Standing Waves Results  
Ti distribution 
ZTi (Å) 13.5 ± 0.3  
ΔTi (Å) 28 ± 2  
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not the case for the data shown (where multiple scattering effects are important), it is 

important to conduct the full quantitative analysis to obtain the precise multilayer structure.  

The analysis of the XR data was conducted using least-squares fitting from calculations 

based on two different models of the multi-layer structure. The first was a simple model that 

assumed that the multi-layer can be represented by a single bi-layer structure (i.e., the bi-layer 

thickness d, and the Mo to Si thickness fraction or fMo) throughout each of the 20 bi-layers. The 

top-most Si layer was assumed to have a 10 Å thick native-oxide layer of SiO2, above which a 

TiO2 layer with the expected thickness of 10 Å was assumed. This model also assumed that each 

of the layers had the density same as the density of the corresponding bulk materials. The fit 

based on this model resulted in the bi-layer structure of d = 190.7 ± 0.1 Å, and fMo= 0.169 ± 

0.003. This fit however was not able to fully explain the features in the reflectivity data, with 

clear disagreements in the Q-locations and relative intensities of the fine-Q or subsidiary 

oscillations. This suggested that this simple model that assumed a single bi-layer structure 

throughout the 20 bi-layers was not sufficient, and a more detailed structural model was needed 

that allowed the variations in the bi-layer structure over the different bi-layers. We therefore used 

a second model which did not make any assumptions about the thickness, density or relative 

Si/Mo thickness fractions in any of the 20 bi-layers. The starting parameters for the fit based on 

this new model were based on the results obtained from the first model described above. In the 

new model, separate thickness and density factor parameters (i.e. density relative to bulk 

material) were used for each of the 40 layers (representing the Si and Mo) in the multilayer 

structure. The structure that gave the best fit based on this model is referred to as the best-fit 
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reflectivity structure (Fig. 6.2A shows the structure, while the line in Fig. 6.2B shows the fit, 

Table 6.1 shows the fit parameters).  

The Ti-Kα yield data was fit (Fig. 6.3B) using a rectangular model as described in 

Chapter 4, where the position and width of the Ti layer were allowed to vary. Here the best-fit 

reflectivity structure was used in the calculation of the electric field intensities used in the XSW 

analysis. Based on this analysis, a Ti layer thickness of 28 ± 2 Å, and a Ti center of 13.5 ± 0.3 Å 

below the air-TiO2 interface was obtained (Table 6.1). As shown in Fig. 6.3A, there is 

inconsistency in the Ti profile from the XSW analysis, and the TiO2 structure based on the 

reflectivity analysis.  

The reflectivity data was therefore also analyzed using an iterative procedure similar to 

that described in Chapter 3 for the analysis of the RAXR data. In this process, the reflectivity 

data was first analyzed using the TiO2 layer fixed at the nominally expected value of 10 Å. For 

simplicity, no SiO2 layer was used during these iterations. The reflectivity analyis was followed 

by fit of the XSW data to obtain the TiO2 layer thickness. This thickness was then fed back as the 

new TiO2 layer thickness to fit the reflectivity data. This new structure generated from the 

reflectivity analysis was then used to re-fit the Ti-yield data. This process was repeated until an 

agreement was achieved between the final Ti thickness from the XSW analysis and the Ti 

thickness that was assumed in the corresponding reflectivity analysis. This final total structure 

based on the consistency between the reflectivity and the Ti-XSW analysis is referred to as the 

converged reflectivity structure (Table 6.2). The converged structure shows an overall excellent 

agreement with the reflectivity data (Fig. 6.4B), with some minor disagreements around Q = 0.12 

Å-1 where the fine-Q oscillations in the calculation have a smaller magnitude than the data. The  
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Figure 6.4: Converged XR analysis of the TiO2 coated Si/Mo multi-layer system. (A): XR data 

measured in air, and model fit based on the converged reflectivity structure (see text). (B): The 

total electron density profile of the model used (this model is referred to as the converged 

reflectivity structure in the text). Each layer was represented by separate parameters for thickness 

and density-factor (i.e. density relative to bulk material). The dashed horizontal blue lines denote 

the electron densities of the bulk materials (i.e., Si, Mo, and TiO2). 
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Figure 6.5: Converged XSW analysis of the TiO2 coated Si/Mo multi-layer system. (A): X-ray 

standing wave (XSW) data for Ti-Kα yield measured in air, and model dependent fit based on 

the converged reflectivity structure (see text). (B): The total electron density profile (black line, 

in e/Å3) based on the best-converged reflectivity structure, and the corresponding Ti-profile 

obtained from XSW analysis (blue line, in arbitrary units). Notice that there is consistency in the 

Ti thickness between the reflectivity structure and the XSW derived structure based on the XR-

XSW iterative analysis, unlike the case when best-fit reflectivity structure was used. 
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Table 6.2: Structural parameters obtained from XR and XSW analysis based on the converged 

reflectivity structure. 

A. X-ray Reflectivity Results 
 
Multi-Layer Structure 
Bi-layer Number tSi (Å) tMo (Å) XSi  XMo 
1  173.4 ± 0.4   25.9 ± 0.5  1.152 ± 0.008  1.249 ± 0.017 
2  164.2 ± 0.3   23.5 ± 0.3  1.230 ± 0.010  1.259 ± 0.014 
3  165.9 ± 0.4   26.2 ± 0.6  1.198 ± 0.010  1.179 ± 0.019 
4  165.3 ± 0.4   26.8 ± 0.5  1.231 ± 0.010  1.148 ± 0.015 
5  162.8 ± 0.5   28.2 ± 0.6  1.215 ± 0.010  1.122 ± 0.016 
6  164.0 ± 0.5   28.0 ± 0.6  1.225 ± 0.011  1.117 ± 0.016 
7  164.4 ± 0.6   27.3 ± 0.7  1.224 ± 0.012  1.124 ± 0.018 
8  163.6 ± 0.6   28.1 ± 0.7  1.227 ± 0.012  1.112 ± 0.017 
9  163.6 ± 0.6   28.0 ± 0.7  1.235 ± 0.013  1.104 ± 0.018 
10  162.7 ± 0.7   27.5 ± 0.8  1.239 ± 0.013  1.116 ± 0.018 
11  163.5 ± 0.8   26.8 ± 0.9  1.241 ± 0.014  1.120 ± 0.020 
12  164.5 ± 0.9   26.2 ± 1.0  1.249 ± 0.015  1.133 ± 0.023 
13  165.8 ± 1.0   25.7 ± 1.1  1.261 ± 0.018  1.128 ± 0.025 
14  165.4 ± 1.0   26.1 ± 1.2  1.277 ± 0.018  1.108 ± 0.025 
15  164.6 ± 1.2   26.8 ± 1.4  1.275 ± 0.020  1.062 ± 0.025 
16  163.4 ± 1.2   28.1 ± 1.5  1.269 ± 0.021  1.022 ± 0.024 
17  164.1 ± 1.3   29.3 ± 1.5  1.267 ± 0.021  1.007 ± 0.022 
18  161.0 ± 1.3   32.8 ± 1.5  1.244 ± 0.024  0.960 ± 0.019 
19  160.5 ± 1.4   30.7 ± 1.7  1.318 ± 0.023  0.983 ± 0.021 
20  162.8 ± 2.0   31.9 ± 2.4  1.292 ± 0.033  0.775 ± 0.020 
Additional Parameters 
 ைమ (Å) 21்ݐ
σ (Si-Mo)     (Å) 12.0 ± 0.3 
σ (Mo-Si)     (Å) 1  
σ (Air-TiO2) (Å) 1 
 
B. X-ray Standing Waves Results  
Ti distribution 
ZTi (Å) 10.7 ± 0.2  
ΔTi (Å) 21 ± 2  
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XSW analysis based on the converged reflectivity structure resulted in a Ti layer thickness of 21 

± 2 Å, and a Ti center of 10.7 ± 0.2 Å below the air-TiO2 interface (Fig. 6.5A, Table 6.2).  

The XR and XSW measurements were also conducted in situ where the multilayer 

sample was in contact with different electrolyte solutions, containing Rb+ or Sr2+. These 

measurements were aimed at measuring the diffuse profile of these ions at different ionic 

strengths, as the diffuse Debye length is expected to be a function of the total ionic strength 

based on the linearized Poisson Boltzmann description of the double layer (Fig. 6.6, also refer to 

Chapter 1.2). The solution conditions were chosen such that the expected Debye lengths were 

lower than the d-spacing of the multi-layer and larger than the experimental resolution of the 

planned measurement (~ 20 Å based on data range with Qmax=0.15 Å-1). Figure 6.7 shows the 

Rb-Kα yield for six different solution conditions. Out of the six solutions, the Rb-yield for the 

RbOH 0.5mM case appears to be the most similar to the shape of the reflectivity data. This 

suggests that this solution has the most disordered Rb+ structure as seen by PML-XSW at these 

scattering angles. This is not unexpected, since this solution is expected to have the largest 

Debye length (136 Å based on linearized PB theory) compared to the other solutions, and the 

length scale is comparable to the d-spacing of the multilayer (~190 Å). The solution conditions 

expected to have a shorter Debye length show some asymmetry in the shape of fluorescence 

yield around the Bragg peaks, indicating some ordering of the ion distribution. For example, the 

solution RbOH 1mM with NaCl 9mM (which is expected to have LD ~ 30 Å) has more 

asymmetry in the second Bragg peak shape in comparison to the low ionic strength solutions.  
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Figure 6.6: The electrolyte conditions chosen for the XSW experiments that measured Rb-Kα 

yield for the electrolyte-multilayer interfacial system, for different electrolytes. These ionic 

strengths were chosen (colored circles) to enable measurements of a series of Debye lengths of 

the diffuse ion profile (assuming a Debye-Huckel distribution) that are larger than the expected 

experimental resolution (~20 Å), and less than the period of the multi-layers (~200Å). The blue 

line shows the variation of Debye length with ionic strength, based on the Debye-Huckel 

distribution. 
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Figure 6.7: X-ray standing waves data for Rb-Kα yield, measured in situ for six different 

electrolyte conditions, for the TiO2 coated Si/Mo multi-layer system. The XSW data (circles) 

from top to bottom, is respectively for the following electrolytes: 0.5mM RbOH, 1mM RbOH, 

1mM RbOH with 2mM NaCl, 1mM RbOH with 5mM NaCl, 1mM RbOH with 9mM NaCl, and 

1mM RbOH with 0.1mM SrCl2. The in situ x-ray reflectivity data (thin lines) for the six cases is 

also shown (as indicated). 
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The most distinct difference in the XSW data is present in case of the Rb+ solution with 0.1mM 

SrCl2 (for e.g. in the shape of third Bragg peak) compared to the other solutions.  

While the above assessment suggests that there could be a diffuse ordering of ions 

measurable with the current multi-layer for the higher ionic strength solutions, it can be 

ascertained only after a thorough quantitative analysis. Because the differences in the 

fluorescence yield for the different solution conditions appear to be slight, it is important to 

conduct a very careful analysis of the in situ reflectivity and subsequently the ion-yield data. One 

of the disadvantages of using such a multi-layer structure is the presence of a large number of 

unknowns in the structure that complicate the data analysis (for e.g. the reflectivity analysis 

shown for the ex situ case used over 80 parameters in the model fit). So far as the measurement 

of the diffuse ion profile is concerned, it was shown in Chapter 5 (Fig. 5.4) that most of the 

information concerning the exponentially decaying profiles expected at dilute ion concentrations 

is confined at very low scattering angles, i.e. Q < 0.1 Å-1, therefore most of the information about 

the diffuse profile may already be lost at the third and fourth Bragg peaks of these multi-layers. 

Because of the fact that the Q-range useful for the measurement of the diffuse profile is so 

limited, it is desirable to choose structures that specifically have high reflectivity throughout the 

Q < 0.1 Å-1 range. The Si/Mo bi-layer described in Chapters 4 and 5 had a simpler structure and 

provided a high reflectivity throughout the useful Q-range (greater than 10 percent reflectivity 

for Q < 0.08 Å-1), and therefore may be preferable for future attempts of probing the diffuse 

profile length scales. It is important however to minimize the bending of these samples that 

occurs as a result of tension from the tightened Kapton film used to enclose the electrolyte 

solutions in the thin film cell.  
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6.1.4 Conclusion 

X-ray reflectivity was used to characterize the Si/Mo multilayer with minimum 

assumptions about the periodicity of the structure used in the analysis. The analysis showed that 

the individual bi-layers differed significantly not only in their thicknesses, but also in their 

densities, and the relative thicknesses of Si and Mo, through the extent of the multilayer. The 

TiO2 nanofilm was characterized using PML-XSW, and the film was found to be 21 ± 2 Å thick. 

The Rb+-yields measured under different electrolyte ionic strengths suggest that there could be a 

diffuse ordering of ions above the interface, although this can be confirmed only after the 

complete analysis of the ion-yield data. Choice of substrate will be critical for future 

measurements of the diffuse profile due to the limited Q-range feasible for the measurement. 

Minimizing the bending of these samples during the in situ measurements will be needed for 

precise analysis of the low-Q range data. An improved cell design that minimizes direct contact 

between the Kapton film and the sample corners will be helpful. However, it is important that 

such a design does not lead to an increased solution layer thickness above the sample surface as 

that would result in an increased incoherent signal from the bulk electrolyte ions. 
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6.2 Feasibility of Measuring the Diffuse Ion Profile Using a Cavity-

Array Structure 

6.2.1 Introduction 

Resonant anomalous x-ray reflectivity (RAXR) is a valuable tool in probing the ion 

distribution at the liquid-solid interface, as evident from the results shown in Chapter 3 of this 

thesis, where it was used to measure the specifically adsorbed ion structure at the rutile-

electrolyte interface. However, probing the diffuse part of the ion distribution requires measuring 

the RAXR signals at very low scattering angles (Q<0.1 Å-1), where the resonant modulations are 

weak due to the relatively large magnitude of the non-resonant structure factor of the crystal-

aqueous system at these scattering angles. The RAXR signal will be amplified if the non-

resonant structure factor could somehow be reduced. One way to accomplish this is to use a 

periodic structure as the substrate, where each period is made of adjacent high and low density 

materials. The structure factor of such a substrate has Bragg peaks (at multiple orders) at the Q-

positions governed simply by the period (Bragg’s law). The relative strength of these reflections 

can be controlled by the duty cycle of the structure (i.e., the relative thicknesses of the light and 

dense materials) in order to have weak reflections where the RAXR signal is enhanced. 

Previously Diaz et al. used a cavity array structure (made of Silicon) with a 1 μ period to 

study the confinement effects in colloids (Fig. 6.8)[119-121]. From diffraction experiments 

performed in transmission geometry, Bragg peak efficiencies were measured (for 50 orders) and 

Patterson function analysis was used to reveal the ordering of colloidal particles inside the 

cavities. Such a grating structure can also be used to measure the distribution of ions at the  
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Figure 6.8: Si micro-array structure used by Diaz et al. (Reference [119]) to measure the 

ordering of colloids confined in the cavities. Here p denotes the period of the grating, w the 

width of the cavity, and L the length of the grating. The incident and scattered wave-vectors (k 

and k’) are also shown for a diffraction experiment in transmission geometry. 
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liquid-solid interface using resonant scattering. For such an experiment, the cavities can be filled 

with ionic solutions (for e.g. containing Rb+ or Sr2+), and the RAXR signal from the ions 

distributing at the aqueous-SiO2 interface (using the native oxide that forms at the Si walls 

adjacent to the cavities) can be probed. The duty cycle can be chosen so as to have weak order 

Bragg peaks where the enhanced resonant signals can be easily measured. 

Here we show simulations to demonstrate that the ion density profile within the cavities 

can be retrieved from the non-resonant and resonant scattering intensities in a model independent 

way. The simulations are for the grating with a period, p=1μ, height h=6μ, and a duty cycle 

(w/p=0.5, where w is the width of the cavity, see Fig. 6.8 for the notations), for an incident x-ray 

energy of 20 keV. The reciprocal lattice unit, ܮ ൌ ொ
ሺଶగ/ሻ

, is used throughout this section, to refer 

to the order of the reflection (Bragg peaks). We also discuss feasibility issues including the effect 

of experimental resolution, tapered walls of the cavities; and, the changes in the duty cycle 

(associated with fabrication) that can be tolerated for these measurements. 

6.2.2 Model Independent Retrieval of the Diffuse Ion Distribution 

Here we consider an example for the case of the grating structure with cavities filled with a 

diffuse layer distribution of Rb+ with a Debye length of 100 Å (equivalent to a 10-3 M 

concentration based on Debye-Huckel theory). It is shown in this example that the diffuse ion 

distribution can be model independently retrieved using the following: 

i)  Non - resonant structure factor (upto L=80) 

ii)  Resonant spectra at even orders upto L=80 (ie. at L=2,4,6,...80) 
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The density profile considered for these simulations is shown in Fig. 6.9A (only one period of 

the grating structure is considered in these calculations). We first calculate the non-resonant 

structure factor (Fig. 6.9B) at the Bragg peaks (L=0 to 80) for the above structure, for a fixed 

sample orientation. Notice the difference in intensities of the adjacent reflections, the even order 

Bragg peaks are ~104-105 times weaker than the odd order Bragg peaks. We now calculate the 

resonant spectra (modulus square of the total structure factor vs. E) at even orders upto the 80th 

order (L=2,4,6....80). Some of the spectra are shown in Fig. 6.9C. These calculations show that 

there are large resonant modulations (25%) at the weak even order Bragg peaks. In contrast, the 

resonant modulations at odd order Bragg peaks were substantially smaller (<0.1%). Here it will 

be shown that that the ion profile can be retrieved from the resonant spectra at just the even 

orders.  

When both the phase and amplitude of the non-resonant structure factor are known 

(which can be obtained from the non-resonant scattering data using model independent or model 

dependent approaches; in this example they are calculated), then each of these resonant spectra 

(reflectivity vs. E) can be fit model independently to obtain the phase and amplitudes of the 

partial structure factor of the ions. We obtain the phases and amplitudes of the ion profile partial 

structure factor by model independent fit of the simulated resonant scattering data and the 

calculated non-resonant structure factor. These recovered amplitudes and phases are shown in 

Figs. 6.9D and 6.9E respectively. The ion profile was retrieved by Fourier inversion of the above 

phases and amplitudes (circles in Fig. 6.9F). It can be seen that the retrieved profile (circles) 

agrees well with the initially assumed distribution (ie. LD = 100Å, shown as solid line in Fig. 

6.9F).  
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Figure 6.9: Simulation demonstrating model independent retrieval of the ion profile within the 

cavities, using non-resonant structure factor and resonant-scattering intensities. (A): Total 

electron density profile of the Si-cavity structure, with duty cycle of 0.5, and period of 1 μ, with 

a diffuse ion distribution of Rb+ in the cavities having a Debye length of 100 Å. (B): Non-

resonant structure factor (squared) of the grating, at the Bragg peaks up to 80th order. (C): 

Resonant anomalous x-ray reflectivity spectra for L=2,4,6,8,10, and 12. Resonant spectra at even 

L up to L=80 were included in this analysis. (D) & (E): The amplitudes and phases of the 

resonant structure factor (i.e. the ions) obtained from model-independent fit of the resonant 

spectra. (F): Reconstructed ion profile (circles) plotted along with the original ion distribution 

that was used as input (black line). Vertical dashed lines show the location of the cavity walls. 
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Note that we were able to retrieve a unique density distribution over the whole of cavity 

width (w), in spite of using the resonant spectra at only the even orders, since the real space 

Fourier window ∆X is determined by the sampling frequency ∆Q by the relation ∆X= 2π/∆Q =  

2π/(2*2π/p) = p/2 = w. The ion profile outside the width 'w' is therefore an artifact. The next 

section discusses the experimental feasibility issues associated with the measurement of the non-

resonant and resonant data on these cavity-array structures, in order to have the sufficient 

resolution necessary to measure the diffuse ion distribution.   

6.2.3 Feasibility 

(a) Experimental Resolution: The resolution of the retrieved profile is limited by the Q range of 

the data. In the calculations in the previous section, we took into account the resonant spectra 

upto L = 80, hence the resolution (of the retrieved ion profile) was ≈ π/Qmax = 63 Å. We could 

therefore expect to resolve the diffuse ion distribution for a Debye length of 100 Å, as seen from 

the previous section.  

(b) Effect of Tapering of the Cavity Walls: The walls of the cavities may not be exactly 

vertical. Since the ion distribution will follow the tapered walls of the cavity, the effect of 

tapering on the partial structure factor of the ion distribution can be incorporated by multiplying 

it by an interference term ('tapering interference factor', Fig. 6.10). One concern is whether this 

interference factor will affect the RAXR measurements because this factor tends to reduce the 

un-tapered structure factor. This may limit the Q-range accessible to these measurements and 

therefore limit our ability to resolve the diffuse layer ion distribution. Fig. 6.10 shows the 

variation (with Q) of the structure factor of a diffuse layer  of Debye length 100 Å (circles), and  
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Figure 6.10: Effect of tapering of cavity walls on the measurement of diffuse ion distribution. 

Structure factor squared of diffuse profile with (line) and without (circles) tapering, for the 

following Debye lengths: 50 Å (blue), 100 Å (magenta), and 300 Å (black). Also shown is the 

tapering interference factor (red line) corresponding to a tapering of 0.18 degrees of the cavity 

walls.  
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the variation of the tapering factor (solid red line) for a wall-tapering angle of 0.18°. The 

structure factor variation of ion profiles with different Debye lengths with (dashed lines) and 

without (circles) the tapering interference factor included is also shown in Fig. 6.10. It is clear 

that the tapering interference factor reduces the grating structure factor. For shorter Debye 

lengths (<50 Å), this could prevent us from measuring far enough in Q and therefore restrict us 

from resolving the diffuse profile. However, for ion distributions with Debye lengths ≥100 Å, the 

structure factor is much less altered.  

(c) Effect of Presence of Adsorbed Layers on Probing the Diffuse Layer: We did calculations 

assuming 10% of the adsorbed ions forming a condensed layer at the interface and remaining in 

the diffuse layer. We then reconstructed the ion profile from the model independent analysis of 

calculated resonant spectra at the even order Bragg peaks (using calculated non-resonant 

structure factor). The reconstructed profile showed a diffuse profile matching with the one that 

we had assumed. The presence of a condensed layer does not appear to affect our ability to probe 

the diffuse layer spatial variation. The presence of a condensed layer is seen clearly in the ion 

partial structure factor amplitude as a non-zero vertical offset at large Q. 

(d) Advantage of the 0.5 Duty Cycle: The main advantage of the exact 0.5 duty cycle case is 

the large resonant modulations (25%) at the weak even-order Bragg peaks. However, the duty 

cycle of exact 0.5 offers another significant advantage. The kinematic structure factor of the 

grating is exactly zero at even order Bragg peaks (except L=0), when there are no ions present in 

the cavity. When there are ions present in the cavity, the total structure factor of the grating 

structure (at even L) simply equals the partial structure factor of the ion distribution. We also 

found that in this case, the ion distribution can be obtained by simply inverting the non-resonant  
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Figure 6.11: Retrieval of ion distribution from non-resonant structure factor for exact 0.5 duty 

cycle case. (A): Total structure factor of the grating structure with diffuse ion distribution of 

LD=100 Å. For the exact 0.5 duty cycle, the non-resonant structure factor at the even order Bragg 

peaks is equal to the ion structure factor. (B): Reconstructed ion profile (circles) using the non-

resonant amplitudes and phases, along with the originally assumed ion distribution (line). 
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structure factor (calculated at L=2,4,6,..80). Fig. 6.11 shows the retrieved ion profile from the 

non-resonant structure factor. Although the duty cycle of exact 0.5 is the ideal case from our 

perspective, there may be some potential feasibility problems with this case as discussed in the 

next section. 

(e) Potential Feasibility Issues with the Exact 0.5 Duty Cycle Case: One issue that arises is 

the potential problem in measuring the signal at the weak reflections (from the grating structures) 

due to the large differences (104 fold) in intensities of the weak reflections and the adjacent 

strong reflections. In particular, it may be difficult to measure these weak reflections in presence 

of background signals (the background signals were 102 fold smaller than the typical peak Bragg 

intensities in Ana Diaz’s thesis[119]). Deviations in the duty cycle from 0.5 increases the 

intensity of the weak reflections, thus making the measurement of weak reflections potentially 

more feasible. However, this deviation also results in smaller resonant modulations, making the 

resonant measurements more difficult. One proposed solution is to have a duty cycle that differs 

only as much from 0.5 as is required to make measuring the weak reflections feasible but not that 

much that it reduces the resonant modulations to less than 0.5% (considering this as a safe lower 

limit of fractional resonant modulations that can be measured).  

(f) Tolerance in the Duty-Cycle Deviation from 0.5: Calculations for various duty cycles (up 

to L=80) show that a change of more than 2% from a duty cycle of 0.5 results in lower than 0.4% 

resonant modulations at even the weaker Bragg peaks making the measurements of resonant 

signal difficult. Assuming that resonant modulations as small as 0.5% can be measured 

(considering the statistical and systematic uncertainties of our measurements), we can tolerate a 

±2% change in the duty cycle, i.e. the duty cycle must be in the range of 0.49 to 0.51. One  
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Figure 6.12: Preferred structure for the measurement of the diffuse ion distribution should have 

a slight deviation (1% in the case shown) of the duty cycle from 0.5. (A) Total structure factor of 

the grating for a duty cycle of 0.505. The relative difference between the adjacent strong and 

weak Bragg peaks is much reduced in comparison to a duty cycle of 0.5, making such a 

measurement more feasible. (B) Percentage modulations in the calculated resonant spectra (up to 

L=80) for the 0.505 duty cycle. Most of the even order Bragg peaks have modulations greater 

than 0.5%.   
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proposed structure is the duty cycle of 0.505 (1% deviation from 0.5), the scattering intensity 

calculations for this case are shown in Fig. 6.12. For this structure, the differences between the 

strong and weak reflections are less than two orders of magnitude, while the resonant 

modulations (at weak reflections) are mostly >0.5%.   

6.2.4 Conclusions 

These calculations show that we can directly observe the diffuse ion profiles extending from the 

walls of the grating structures, at least in principle, using realistic grating structures (i.e., even 

with tapering of the walls and with some adsorption at the interface). There are, however, a 

number of technical challenges described above that may compromise the feasibility of the 

measurements. In particular, the 0.5 duty cycle leads to even order Bragg peaks that are 104 fold 

smaller than the strong odd order peaks. This would be a challenging measurement since the 

even order peaks may be 102-fold smaller than the background signals. For structures with a duty 

cycle that differs from 0.5, the fraction modulation of the resonant spectra will be weak (~0.5%). 

Nevertheless, these experiments hold great potential in being able to provide direct information 

about the diffuse ion distribution, as well as in studying the effect of shear flow on the electrical 

double layer by flow of electrolyte solutions through the cavities while measuring the diffuse ion 

distribution. 
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Chapter 7 : Summary 

Adsorbed ion structure at the rutile (110)-electrolyte interface was probed using resonant 

anomalous X-ray reflectivity, and crystal truncation rod reflectivity. Conventionally the 

specifically adsorbed inner-sphere ions are regarded as occupying a single adsorption site. 

Current work provides an experimental confirmation of the recent molecular dynamics 

prediction[56] that the adsorbed ion structure on the rutile surface is actually distributed between 

separate inner-sphere sites. In particular, comparison of the X-ray results with molecular 

dynamics simulations confirmed that both monovalent and divalent ions (Rb+ and Sr2+) occupy 

tetra-dentate as well as bi-dentate sites above the interface, rather than a single site as regarded 

previously. These results also confirm that the rutile surface is hydroxylated, in agreement with 

previous conclusions[33, 38]. A Rb+ coverage of 0.080±0.003 monolayer (ML) with an average 

height of 3.72±0.03 Å above the interface, and a Sr2+ coverage of 0.40±0.07 ML and an average 

height of 3.05±0.16 Å is revealed from these measurements (which were conducted for 1mM 

Rb+ at pH 11, and 0.1mM Sr2+ at pH 10.3). The Sr2+ distribution measured in presence of an 

added background electrolyte (30mM Na+) shows that the ion average height and coverage are 

unchanged within experimental uncertainties, providing an additional indirect evidence of the 

absence of outer-sphere species. The observation of a lack of outer-sphere species on rutile is 

consistent with previous surface complexation models[36], which predicted that the ion solvation 

free energy component that opposes inner-sphere adsorption is negligible on high dielectric 

constant substrates, such as rutile. Therefore the difference between the inner-sphere dominant 

speciation on rutile in comparison to inner-sphere/outer-sphere co-existence observed on 

mica[20], appears to be primarily due the difference in the dielectric constants of the two 
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minerals. Further understanding of the multi-site inner-sphere ion distribution on rutile can be 

achieved by simultaneously measuring the distribution of two competing cations that are both 

expected to be inner-sphere adsorbed (e.g. Sr2+ and Zn2+). 

Long-period XSW is a valuable tool in obtaining information about diffuse 1D elemental 

distributions[19, 122]. Analysis of the long-period XSW data traditionally relied on model-based 

approaches, and model-independent analysis was limited to a recently developed formalism 

applicable to the TER-XSW regime[123]. In this thesis, a generalized model-independent 

method was developed that is applicable to various reflection geometries, including simple X-ray 

mirrors and multi-layers. This method is also applicable for XSW generated inside an attenuating 

medium. The formalism was demonstrated by successful model-independent retrieval of 1D 

profile of Ti normal to the surface of a TiO2/Si/Mo tri-layer sample (on a Si substrate), from the 

low scattering angle Ti-Kα fluorescence yield data measured in air, and under an aqueous 

electrolyte. It was shown that the yield data plotted vs. Q can be divided into separate segments, 

and each segment can be analyzed to obtain an amplitude and a phase of the elemental structure 

factor. The elemental distribution was then recovered from Fourier inversion of the derived 

amplitudes and phases. The position of the model-independently recovered Ti distribution was 

same within experimental uncertainties as that obtained with conventional model analysis, while 

the width of the model-independent profile was limited by the experimental resolution. The 

current model-independent approach can be used to extract not only the amplitudes and phases of 

the elemental profile, but also their second or higher order gradients, thereby making it 

potentially useful in analyzing XSW data from complex multi-layered distributions. A 

distinguishing feature of this method is that it allows model-independent retrieval of Fourier 
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coefficients (of the elemental profile) at a more continuous sampling (in Q) than possible with 

Bragg-XSW, thus allowing imaging of more extended distributions. 

Long-period XSW combined with XR were used to study the adsorption of ions (Rb+ and 

Sr2+) on the surface of a nano-film of titania grown using ALD. Using the XRF-measured 2D ion 

densities, and the XSW-measured ion distributions, the absolute coverages of both the total 

interacting ions (i.e., condensed and diffuse), and the specifically-adsorbed ions (i.e., condensed) 

were determined. These measurements revealed two novel characteristics of the nano-titania 

surface. First, the nano-titania had a total coverage of ions that was twice that observed 

previously on the rutile surface. Second, the nano-titania had a ~9-fold enhancement of specific 

adsorption of monovalent ions inside the pores defined by the surface roughness. Each of these 

revelations is an important result, with potential impact on modern energy storage devices, such 

as electrochemical capacitors (EC). In ECs, a higher ion coverage is desired to achieve a higher 

energy density. Also, the specifically-adsorbed ions are more preferable than the diffuse ions, 

since the latter are detrimental to the energy density. It appears that the electrode surface 

morphology holds a key in improving the energy density of ECs, both in terms of enhancing the 

total ion-electrode interaction, and in terms of controlling the distribution of ions in the 

condensed and diffuse layers. The current results demonstrate that use of nanometer thick layers 

can provide an additional control in improving EC properties.  
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APPENDIX A: MATLAB Programs for Model 

Independent Analysis of Long-Period X-ray Standing 

Waves Data 

 

A.1 Introduction 

A novel model-independent approach of analyzing long-period X-ray standing waves 

(XSW) data was described in Chapter 4. This approach allowed direct imaging of 1D elemental 

profile from the measured XSW data. The analysis procedure involved dividing the measured 

fluorescence yield vs. momentum transfer into segments of width ΔQ, and extracting an 

amplitude and a phase of the elemental structure factor from each segment. This allowed a direct 

reconstruction of the 1D elemental distribution using Fourier inversion of the derived amplitudes 

and phases. This concept was actualized using a set of programs written in MATLAB that aimed 

at performing the model-independent fitting of the measured XSW data that was necessary in 

order to recover the elemental profile. The programs can be used for the analysis of both ex situ 

and in situ XSW data, following the procedure described in Chapter 4. This appendix provides 

an overview of the software package, the steps required in the model-independent XSW analysis, 

and a documentation of the individual programs. The code was written in M-files, whose names 

carry a .m extension. The function names are represented in bold italicized font throughout this 

appendix.  
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A.2 List of Primary Functions 

mimain: Main program that manages the model independent analysis of fluorescence yield data, 

including seeking input from M-files, calling execution functions, plotting the results and writing 

the output to files. 

getmiinput1: Obtains input from user regarding various fitting options, and retrieves the 

reflectivity and fluorescence yield data from the specified files. 

getmifitpara: Retrives the model independent fit parameters from the specified input file. 

reduce_fitpara: Retrieves amplitudes, phases, and their gradients while sifting through the fit 

parameters. 

yldmicalc: Calculates the model-independent fluorescence yield from the inputted reflectivity 

and phase of reflectivity coefficient, and the amplitude and phase of elemental structure factor, 

according to the formalism described in Chapter 4. 

yldmifit: Activates during every fit iteration to convert the fit parameters to the input format 

necessary for the calculation of model independent yield through yldmicalc. Also applies any 

correction factors (e.g. scale factor) needed to be applied to the calculation rendering the 

calculation to be comparable to the data. 

calcROIFT: Obtains the 1D elemental profile from inputted amplitudes and phases of elemental 

structure factor through an inverse Fourier transform. 

processAP: Obtains expanded amplitudes and phases from the amplitude, phase, and gradient 

parameters used in the fit. Obtains the 1D elemental profile through calcROIFT. 
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A.3 Steps in Model Independent XSW Analysis 

The first step involves setting up the input parameters required for the analysis in the M-

file getmiinput.m. The model independent XSW analysis requires two input data files. The first 

is the file containing the fluorescence yield data, which should have 3 columns of data 

corresponding to momentum transfer, fluorescence yield and uncertainty in the fluorescence 

yield. The second is the reflectivity file, also having 3 columns, containing momentum transfer, 

reflectivity, and phase of reflectivity coefficient, which are model calculated based on the 

reflectivity analysis. For the case of in situ data (for e.g., when the elemental distribution is 

located inside an aqueous medium), the momentum transfer specified in the reflectivity file 

should be the one inside the medium (while the momentum transfer in the fluorescence yield 

data file should be that in air). The directory and names of the two input files should be specified 

in getmiinput.m. The momentum transfer range of data to be included in the analysis can be 

specified in the variable trm_range. The model independent analysis divides the data into 

separate segments to extract an amplitude and a phase of the elemental structure factor from each 

segment. The segment width (in Å-1) can be specified in the variable winwidth. Additional input 

needed in getmiinput.m includes options specified as ‘y’ or ‘n’ for whether an angular averaging 

needs to be applied to the data (stored in angle_avg), whether separate scale factors be used for 

individual segments of the data during the fitting (stored in scale_sep), whether momentum 

transfer specified in the reflectivity file is that inside a non-vacuum medium (stored in 

q_internal), whether an attenuation correction needs to be included corresponding to the simple 

amplitude attenuation of the beam for in situ data (stored in amp_correction).  
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The next step involves setting up the fitting parameters in the fitparami.m M-file. The 

location of the fitparami.m file should be specified in getmifitpara.m. Below is a sample of the 

parameters that can be used for the model independent fitting (stored in variable parainfo): 

parainfo={...% Parameter name, initial value, initial fractional change, fractional precision, maximum fractional change 
                  'Scale'           1.00                 0.01                0.001                  1;   %scale factor 
                   'A'                 0.90                 0.01                0.001                  1;   %amplitude 
                   'P'                 0.1                   0.01                0.001                  1;   %phase (in units of 2π) 
                   'Agrad'           0                     0.00                0.001                  1;   %amplitude gradient 
                   'Pgrad'           0                     0.00                0.001                  1;   %phase gradient                   
                  'avg1'            0.01                  0.01                0.001                  1;   %angle averaging para1                   
                  'avg2'            0.000                0.00                0.001                  1;   %ang avg para2 (not used)                  
                  'twat_mcr'        10                   0.01               0.001                  1;  %Water+Kapton thickness in μ 
                  'Q_off'           0.000                0.00                0.001                  1;}; %Q-offset (not used) 

 

Here, the first column of information stored in variable parainfo is a label of the fit 

parameter name, the second is the initial value of the parameter at the beginning of the fitting, 

third is the initial fractional change in the parameter, fourth is the fractional precision in the 

parameter, and fifth is the maximum fractional change allowed in the parameter in any fit 

iteration. Scale is the parameter denoting the scale factor used in comparison between the data 

and the calculation. A, P, Agrad, and Pgrad denote respectively the amplitude, phase, gradient in 

amplitude, and gradient in phase of the elemental structure factor. The initial values specified to 

A, P, Agrad and Pgrad are simultaneously assigned to each of the Q-segments into which the 

data is divided for the model independent analysis during the first iteration (for e.g., if the data is 

divided into 5 segments, then A, P, Agrad and Pgrad would set the initial values of 20 fitting 

parameters). In subsequent iterations, however, each segment is allowed to have its separate 

value of A, P, Agrad and Pgrad, as guided by the fit. The variable twat_mcr is specific to the in 

situ data fitting, and corresponds to a water-equivalent thickness of the aqueous and Kapton 

layers. 
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 Once the input parameters and the fitting parameters have been set, the fitting process can 

be initiated by executing the mimain function. Additional plotting and output options may be 

specified within the mimain function (for e.g., whether to hold the plot for multiple data plotting, 

plot color, etc.). The routine performs fitting of each segment of the fluorescence yield data to 

extract an amplitude and a phase from each segment. The 1D elemental profile is obtained by 

calling processAP. The mimain function then plots the results including the fluorescence yield 

data and model independent fit based calculation, the amplitudes and phases of elemental 

structure factor vs. Q, and the recovered elemental 1D profile. 

 

A.4 Documentation of Primary Functions  

function [] = mimain () 
 
%% INPUT 
fit_option=1; %1 for fitting, 0 for calculation 
mainfig=1;  
Z=[-100:0.1:100]; %for density profile calculation 
plot_col='k'; 
plot_hold=0; 
ele='Ti'; 
cmmnt=''; 
plot_yoff=0; %y-offset in yield plot 
%% End of user input 
 
%% Initializations 
qbegin_Dq=[]; miscinfo1={}; 
global Dq DR Dnu 
global qair Dqair qmid_Dqair qmid_Dq scale_sep amp_corr_load angle_avg 
%% Retrieve additional input, from getmiinput.m 
[q,Y,Yeb,Dq,DR,Dnu,nWin,W,miscinfo1] = getmiinput1(); 
for j=1:nWin, qbegin_Dq(j)=Dq{j}(1); end 
for j=1:nWin, qmid_Dq(j)=mean(Dq{j}); end 
for j=1:nWin, qmid_Dqair(j)=mean(Dqair{j}); end 
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%% Calculation 
if fit_option==0 
    % Retrieve A, P, Agrad, Pgrad for calculation 
    [A,P,Agrad,Pgrad]=getAPmodel(qbegin_Dq); 
    % Call yldmicalc and calculate DYmi 
    [DYmi]=yldmicalc (Dq, DR, Dnu, A, P, Agrad, Pgrad); 
    % Call Coalescer to get Ymi 
    [Ymi]=Coalescer(DYmi); 
else 
    iter=0; x=q; y=Y; yeb=Yeb; wt=1./yeb; 
    [pin,func,stol,niter,dpin,dfdp,options,parainfo_exp] = getmifitpara (nWin);     
    if ~any(dpin),  
        f=feval(func,q,pin); pout=pin; stdev=zeros(size(pout)); 
    else 
        [f, pout, stdev, kvg, iter, corp, covp, covr, stdresid, Ztmp, r2]=leasqrpf(x, y, pin, func, stol, 
niter, wt, dpin, dfdp, options); 
    end 
    Ymi=f; 
    [chi2_1,r_1]=fitresults_dsp(parainfo_exp,pout,stdev,iter,niter,x,y,yeb,f,dpin); 
    [A,P,Agrad,Pgrad,scale,aavg,twat,tmp4]=reduce_fitpara(pout,nWin); 
    
[Aeb,Peb,Agrad_eb,Pgrad_eb,scale_eb,aavg_eb,twat_eb,tmp4_eb]=reduce_fitpara(stdev,nWin);  
end 
%% Obtain density profile 
[Arel,Prel,qrel,RO] = processAP (Z,A,P,Agrad,Pgrad,Dq,qbegin_Dq,fit_option); 
 
%% PLOTTING THE RESULTS 
qtmp=q; q=qair; %for plotting purposes 
plt_x=qtmp; %qtmp or q 
plotsize=[3,4]; pa=plotsize(1); pb=plotsize(2); 
figure(mainfig);  
pc=plot_col; ph=plot_hold; 
miscinfo2={interpret_color(pc),ele,cmmnt}; 
 
%% Plot#1: Calc & Data 
subplot(pa,pb,[1,2]); if ph, hold on; end 
if ph, h1=gca; h2=get(h1,'Title'); TMP0=get(h2,'UserData');  else h1=[]; h2=[]; TMP0=[]; end 
errorbar(plt_x,Y+plot_yoff,Yeb,[pc,'o']);  
hold on; 
plot(plt_x,Ymi+plot_yoff,[pc,'-']);  
hold off; 
xlabel('Q_a_i_r(A^\circ^-^1)'); ylabel('Fluo. yield (data & calc)'); axis tight; 
if plt_x==qtmp, xlabel('Q_i_n_t(A^\circ^-^1)'); end 
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chi2_tmp=round(chi2_1*10)/10; tmp1=10^4;tmp2=10^5;  
if round(r_1*10^4)/10^4, tmp=tmp1; else tmp=tmp2; end 
r_tmp=round(r_1*tmp)/tmp;  
twat_tmp=round(twat*10)/10;   
aavg_tmp=round(aavg(1)*1000)/1000;  
VALSTR1={num2str(aavg_tmp),num2str(twat_tmp),num2str(chi2_tmp),num2str(r_tmp)}; 
TMP1=miscinfo2; 
if ~ph, h1=gca; h2=get(h1,'Title'); end 
if ph 
    VALSTR0=get(h1,'UserData'); for j=1:length(VALSTR1), 
VALSTR1{j}=[VALSTR0{j},',',VALSTR1{j}]; end 
    for j=1:length(TMP1),  
        if ~isempty(TMP0{j}), TMP1{j}=[TMP0{j},',',TMP1{j}]; end  
    end 
end 
set(h1,'UserData',VALSTR1); set(h2,'UserData',TMP1); 
if amp_corr_load=='n', tmpstr1=[',twat=',VALSTR1{2},'\mu']; else tmpstr1=''; end 
if angle_avg=='y', tmpstr2=[',aavg=',VALSTR1{1},'A^\circ^-^1']; else tmpstr2=''; end 
tmpstr3=[',\chi^2=',VALSTR1{3},',R^2=',VALSTR1{4}];  
X{1}=[TMP1{1},':',TMP1{2},',Misc:',TMP1{3}]; 
X{2}=['Qint=',miscinfo1{1},',Ampcorr=',miscinfo1{2},',Ampcorr 
load=',miscinfo1{5},',Aavg=',miscinfo1{3},',Scale sep=',miscinfo1{4}]; 
X{2}=[X{2},tmpstr1,tmpstr2,tmpstr3]; 
set(h2,'String',X); set(h2,'Fontsize',12); 
set(h2,'Units','Normalized'); tmp1=get(h2,'Position'); tmp1(1)=-.2; 
set(h2,'HorizontalAlignment','Left','Position',tmp1); 
v=axis; 
for j=1:length(W), line([W{j}(1) W{j}(1)],[v(3),v(4)],'Linewidth',.5,'Color',pc,'Linestyle',':'); end 
 
%% Plot#2: A vs. Q 
subplot(pa,pb,[5,6]); if ph, hold on; end 
plot(plt_x,Arel,[pc,'.-']); xlabel('Q_a_i_r(A^\circ^-^1)'); ylabel('A'); xlim([v(1) v(2)]); 
vtmp=axis; ylim([0 max(vtmp(4),1)]); vtmp=axis; 
for j=1:length(W), line([W{j}(1) 
W{j}(1)],[vtmp(3),vtmp(4)],'Linewidth',.5,'Color',pc,'Linestyle',':'); end 
if plt_x==qtmp, xlabel('Q_i_n_t(A^\circ^-^1)'); end 
 
%% Plot#3: P vs. Q 
subplot(pa,pb,[9,10]); if ph, hold on; end 
plot(plt_x,angle(exp(i*2*pi*Prel))/(2*pi),[pc,'.-']); %plot(plt_x,Prel,[pc,'.-']);  
xlabel('Q_a_i_r(A^\circ^-^1)'); ylabel('P (radians)'); xlim([v(1) v(2)]); vtmp=axis; 
ylim([min(vtmp(3),0) max(vtmp(4),0)]); vtmp=axis; 
for j=1:length(W), line([W{j}(1) 
W{j}(1)],[vtmp(3),vtmp(4)],'Linewidth',.5,'Color',pc,'Linestyle',':'); end 
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if plt_x==qtmp, xlabel('Q_i_n_t(A^\circ^-^1)'); end  
 
%% Plot#4: Density profile 
subplot(pa,pb,11); if ph, hold on; end 
if ph, tmpinfo0=get(gca,'UserData');  else tmpinfo0=[]; end 
plot(Z,RO,[pc,'-']);  
xlabel('distance(A^\circ)'); ylabel('Electron density(e^-/A^\circ^3)'); 
if any(RO), location_tmp=round(10*Z(find(RO==max(RO))))/10; else location_tmp=0; end  
tmpstr1=num2str(location_tmp); if location_tmp>=0, tmpstr2='Above'; else tmpstr2='Below'; 
end 
tmpinfo1=tmpstr1; if ph, tmpinfo1=[tmpinfo0,',',tmpinfo1]; end 
set(gca,'Userdata',tmpinfo1); 
title([tmpstr2,' surf: ',tmpinfo1,' A^\circ'],'Fontsize',12);  
vtmp=axis; line([location_tmp location_tmp],[vtmp(3) 
vtmp(4)],'Color',pc,'Linestyle',':','Linewidth',.5); 
 
%% Plot#5: A vs Q (discrete) 
subplot(pa,pb,[3,4]); if ph, hold on; end 
errorbar(qmid_Dqair,A,Aeb,[pc,'o--']); xlabel('Q_a_i_r(A^\circ^-^1)'); ylabel('A'); axis tight; 
v=axis; xlim([0 v(2)]);vtmp=axis; ylim([0 max(vtmp(4),1)]);  
vtmp=axis; for j=1:length(W), line([W{j}(1) 
W{j}(1)],[vtmp(3),vtmp(4)],'Linewidth',.5,'Color',pc,'Linestyle',':'); end 
 
%% Plot#6: P vs. Q (discrete) 
subplot(pa,pb,[7,8]); if ph, hold on; end 
Ptmp=angle(exp(1i*2*pi*P))/(2*pi); Pebtmp=(Peb./P).*Ptmp; 
errorbar(qmid_Dqair,Ptmp,Pebtmp,[pc,'o--']);%ensure P between -.5 and .5 and in units of 2pi. 
xtmp=[0:10^-5:qbegin_Dq(1)]; ytmp=xtmp*(P(1)/qmid_Dqair(1)); hold on; 
plot(xtmp,ytmp,[pc,':']); hold off; 
xlabel('Q_a_i_r(A^\circ^-^1)'); ylabel('P (radians)'); xlim([0 v(2)]);vtmp=axis; 
ylim([min(vtmp(3),0) max(vtmp(4),0)]); 
vtmp=axis; for j=1:length(W), line([W{j}(1) 
W{j}(1)],[vtmp(3),vtmp(4)],'Linewidth',.5,'Color',pc,'Linestyle',':'); end 
 
%% Plot#7: Scale factor variability 
subplot(pa,pb,12); if ph, hold on; end 
if length(scale)==1, scale_tmp=repmat(scale,length(qbegin_Dq),1); 
scale_tmp_eb=repmat(scale_eb,length(qbegin_Dq),1); else scale_tmp=scale; 
scale_tmp_eb=scale_eb; end 
plot(qbegin_Dq,scale_tmp,[pc,'.-']); errorbar(qbegin_Dq,scale_tmp,scale_tmp_eb,[pc,'o--']);  
xlabel('Q_a_i_r(A^\circ^-^1)'); ylabel('Scale'); xlim([v(1) v(2)]);vtmp=axis; ylim([0.8*vtmp(3) 
1.2*vtmp(4)]); 
if scale_sep=='y', tmpstr1=[num2str(round((max(scale_tmp)-
min(scale_tmp))/mean(scale_tmp)*100)),' %']; else tmpstr1='n/a'; end 
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title(['Scale, variability: ',tmpstr1],'Fontsize',12);  
 
%% Save results to file 
%Density profile 
dense_file='dense'; 
fid=fopen(dense_file,'w'); 
fprintf(fid,['%%',datestr(now, 'mmm dd, yyyy HH:MM:SS AM'),'\n']); 
fprintf(fid,'%%Distance from surface    Density profile\n'); 
fprintf(fid,'%6.4f      %6.4f\n',[Z',RO']'); 
fclose(fid); 
 

function [q,Y,Yeb,Dq,DR,Dnu,nWin,W,miscinfo1] = getmiinput1() 
 
%% USER INPUT 
%% Initialization 
global AMP_CORR amp_correction amp_corr_load angle_avg qair Dqair 
global scale_sep 
%% File information, & other input 
fdir='C:\Documents and Settings\...\mi\'; %Enter directory of XSW & reflectivity data files 
q_internal='y'; 
amp_correction='y';  
angle_avg='y'; 
scale_sep='n'; 
amp_corr_load='n'; %whether to load from file or to calculate 
miscinfo1={q_internal;amp_correction;angle_avg;scale_sep;amp_corr_load}; 
%% Input window size 
winwidth=0.01; 
trm=1;  
trm_range=[0.01,.15];  %used to look at the data only in this range. 
%% File names  
Ydata_fname='Y_1'; Rnu_fname='Rnu_1'; 
ampcor_fname='Fact_1'; 
%% End of user input 
 
%% Input Y and Yeb vs. Q data 
Ydata=load([fdir,Ydata_fname]); 
q=Ydata(:,1); Y=Ydata(:,2); Yeb=Ydata(:,3);  
qair=q; %assumes that the first column in the data file is qair 
%% Input R and nu vs Q  
Rnu=load([fdir,Rnu_fname]); 
if q_internal=='y', q=Rnu(:,1); end  
R=Rnu(:,2); nu=Rnu(:,3); 
%% trim the vectors, if trim option is chosen 



226 
 
if trm 
    trm_indx=find(q>=trm_range(1) & q<=trm_range(2)); 
    q=q(trm_indx); Y=Y(trm_indx); Yeb=Yeb(trm_indx); R=R(trm_indx); nu=nu(trm_indx);  
    qair=qair(trm_indx); end    
%% Amp correction, apply to data or calculation 
if amp_correction=='y' && amp_corr_load=='y',  
    AMP_CORR=load([fdir,ampcor_fname]); if trm, AMP_CORR=AMP_CORR(trm_indx); end 
end 
%% Generate Divided vectors 
W=Wcreator(q,winwidth); 
[Dq,DR,Dnu,Dqair]=Divider(q,W,R,nu,qair); 
nWin=length(Dq); 
 
 
function [pin,func,stol,niter,dpin,dfdp,options,parainfo_exp] = getmifitpara (nWin) 
 
filedir='C:\Documents and Settings\...\'; %%directory of M-file that has fitting parameters 
filename='fitparami'; %%name of M-file that has the fitting parameters 
addpath(filedir); 
eval(filename); 
rmpath(filedir); 
%% Calculation 
%% parainfo expanded 
[parainfo_exp] = expand_parainfo(parainfo,nWin); 
%% INITIAL PARA OVERWRITE OPTION 
inipara_load='n'; %% load initial parameters from an paraout file 
inipara_dir='C:\Documents and Settings\...\'; 
inipara_file='paraout1'; 
if inipara_load=='y', tmp=read_paraout([inipara_dir,inipara_file]); 
parainfo_exp(1:end,2)=tmp(1:end,4); end 
%% end INI PARA OVERWRITE OPTION 
pin=cell2mat(parainfo_exp(:,2)); dpin=cell2mat(parainfo_exp(:,3)); 
options=cell2mat(parainfo_exp(:,4:5));  
 
 
function [A,P,Agrad,Pgrad,scale,aavg,twater,Q_off] = reduce_fitpara 
(p,nWin) 
 
if scale_sep=='y', scale=p(1:nWin); begin_rel=nWin+1; else scale=p(1); begin_rel=2; end 
tmp=begin_rel-1; 
A=p(tmp+1:tmp+nWin); 
P=p(tmp+nWin+1:tmp+2*nWin); 
Agrad=p(tmp+2*nWin+1:tmp+3*nWin); 
Pgrad=p(tmp+3*nWin+1:tmp+4*nWin); 
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aavg=[p(tmp+4*nWin+1),p(tmp+4*nWin+2)];  
twater=p(tmp+4*nWin+3); 
Q_off=p(tmp+4*nWin+4); 
 

 
function [DYmi] = yldmicalc (Dq, DR, Dnu, A, P, Agrad, Pgrad) 
 
for j=1:length(Dq) 
 
DYmi{j}=1+DR{j}+... 
            2*sqrt(DR{j}) .* (A(j)+Agrad(j)*(Dq{j}-mean(Dq{j})))   .* 
cos(Dnu{j}+2*pi*(P(j)+Pgrad(j)*(Dq{j}-mean(Dq{j}))));               
         
end 
 

function [Ymi] = yldmifit (q,p) 
global Dq DR Dnu 
global AMP_CORR amp_correction amp_corr_load angle_avg qair 
global scale_sep 
%% Calculation 
nWin=length(Dq); 
[A,P,Agrad,Pgrad,scale,aavg,twater,Q_off] = reduce_fitpara (p,nWin); 
%% Apply any Q-offset (This option not used currently) 
for j=1:length(Dq), Dq{j}=Dq{j}+Q_off; end 
q=q+Q_off; qair=qair+Q_off/1.035; %% Note the exact conversion between Qair and Qoff will 
depend on the density of water layer (Q-offset feature not used currently) 
%% end apply offset 
[DYmi] = yldmicalc (Dq, DR, Dnu, A, P, Agrad, Pgrad); 
[Ymi]=Coalescer(DYmi); 
 
if amp_correction=='y',  
    if amp_corr_load~='y', AMP_CORR=attenhalf_calc(17,9402,q,twater); end % this line not 
intended for generalized usage, 9402 microns is attenuation length through water at 17keV 
    Ymi=Ymi.*AMP_CORR';  
end 
if angle_avg=='y', Ymi=angavg(qair,Ymi',aavg(1),aavg(2)); end 
if scale_sep=='y' 
    for j=1:nWin, Dscale{j}=repmat(scale(j),length(Dq{j}),1); end 
    scale=Coalescer(Dscale); 
end 
Ymi=Ymi.*scale; %scale could be single entry or array depending on scale_sep 
Ymi=Ymi'; 
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function [RO]=calcROIFT(Z,A,P,q) 
delq=q(2:end)-q(1:end-1); 
if size(q)~=size(A(1:end-1)), q=q.'; delq=delq.'; end  
for j=1:length(Z) 
    RO(j)=(0.5/pi) * sum(A(1:end-1) .* exp(i*2*pi*P(1:end-1)) .* exp(-i*q(1:end-1)*Z(j)) .* 
delq); 
end 
RO=real(RO); 
 
function [Arel,Prel,qrel,RO] = processAP 
(Z,A,P,Agrad,Pgrad,Dq,qbegin_Dq,fit_option) 
global qair Dqair qmid_Dqair qmid_Dq 
nWin=length(Dq); 
if ~any(Agrad) && ~any(Pgrad) && ~fit_option %%~fit_option to exclude the case where fit 
final parameter gave gradient terms=0 
    Arel=A; Prel=P; qrel=qbegin_Dq;     
else  
    for j=1:nWin 
        DAfull{j}=A(j)+Agrad(j)*(Dq{j}-mean(Dq{j})); 
        DPfull{j}=P(j)+Pgrad(j)*(Dq{j}-mean(Dq{j})); 
    end 
    Arel=Coalescer(DAfull); Prel=Coalescer(DPfull); qrel=Coalescer(Dq); 
end     
if ~any(Pgrad) && ~any(Agrad), RO=calcROIFT(Z,A,P,qmid_Dq');  
else            RO=calcROIFT(Z,Arel,Prel,q');  
end 
 
%% Sample fit parameter M-file: mifitpara.m  
func='yldmifit';  
dfdp    = 'dfdppf'; 
stol    = .01; 
niter   = 200; 
 parainfo={...% Parameter name  %Initial value    %Initial frac. change     %Frac. precision     
%Max frac. change 
                  'Scale'           1.00                 0.01                0.001                  1;   %scale factor 
                   'A'              0.90                    0.01               0.001                  .5;   %amplitude 
                   'P'              -0.1                     0.01               0.001                  5;   %phase 
                   'Agrad'           0                    0.00                0.001                  1;   %amplitude gradient 
                   'Pgrad'           0                     0.00               0.001                  1; %phase gradient                   
                  'avg1'            0.036               0.05                0.001                  5;%ang avg para1                   
                  'avg2'            0.000               0.00                0.001                  5;%ang avg para2                   
                  'twat_mcr'        10                0.01                0.001         5;%Water+Kapton thickness (μ) 
                  'Q_off'           0.000               0.00               0.001       5;};%Qoffset(internal if int=='y') 
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function [W] = Wcreator (x,winwidth) 
%% Calculation 
winstart=x(1); winend=x(end)+(x(end)-x(end-1));  
win_temp=[winstart:winwidth:winend]; 
if win_temp(end)<winend, win_temp(end+1)=win_temp(end)+winwidth; end 
  
nwin=floor((x(end)-x(1))/winwidth); 
for j=1:nwin 
    W{j}=[win_temp(j),win_temp(j+1)]; 
    if j==nwin, W{j}(2)=win_temp(end); end 
end 
 
 
 
function [x] = Coalescer (Dx) 
aindx=1;%%available index 
for j=1:length(Dx) 
    ntmp=length(Dx{j}); 
    x(aindx:aindx+ntmp-1)=Dx{j}; 
    aindx=aindx+ntmp; 
end 
 
 
 
function [Dx,varargout] = Divider (x, W, varargin) 
for j=1:length(W) 
    ind=find((x>=W{j}(1) & x<W{j}(2))); 
    Dx{j}=x(ind); 
    for k=1:nargin-2 
        varargout{k}{j}=varargin{k}(ind); 
    end 
end 


