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Abstract 

Synchrotron X-ray Studies of Novel Electronic Materials 

 

Li Zeng 

 

The promise of next-generation electronics, which combines features such as mechanical 

flexibility, optical transparency, and relatively low-cost, has stimulated tremendous research 

efforts during the past few years. As perhaps the most fundamental component of an electronic 

circuit, the design and optimization of the thin film transistor (TFT) is of great importance, 

especially the choice of the channel layer and dielectric layer materials. Transparent amorphous 

metal oxide (AMO) semiconducting materials replacing the traditional Si as the channel layer, 

and the invention of organic/inorganic hybrid ultra-thin dielectrics have demonstrated the ability 

to enhance performance and the potentials for the future device fabrication.  However, despite 

the encouraging device performance, many fundamental aspects regarding their structures and 

non-electronic properties are largely unexplored. Herein, I will present how synchrotron X-ray 

characterization techniques can provide an improved view of these materials.  I will show how 

long-period X-ray standing waves can measure the Br counteranion distributions within two 

self-assembled nano-dielectrics (SANDs) of differing polarity. Using synchrotron X-ray 

techniques and complementary DFT simulation, I will quantitatively determine the spacing, 

composition, elemental distribution, and molecular orientation within each trilayer-SAND 

heterolayer structure. Moreover, I will discuss the thermal stability study of AMOs synthesized 

by pulsed-laser deposition (PLD). The crystallization process of amorphous In2O3 films 
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deposited as a function of deposition temperature under the isothermal-anneal condition is 

studied via in situ grazing incidence wide-angle X-ray scattering (GIWAXS) and level-set 

simulation. GIWAXS is also used to characterize the isochronal crystallization process of AMO 

thin films to systematically compare and study the effects of the secondary metal ions on the 

crystallization kinetics. 
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Chapter 1 : Introduction 

1.1 Motivation 

Portable electronic devices, such as laptops, tablets, smart watches, are considered to be one 

of the most influential technology innovations over the past 50 years. The next-generation 

electronics are anticipated to have more features, such as mechanical flexibility, optical 

transparency, and large-scale printability.[1-5] To meet the desired features, the development of 

the next-generation electronics relies on the invention of novel materials, exploration of new 

properties, and as well as the understanding of the fundamental structure-property relationship.  

The tools for my research contain a variety of powerful synchrotron X-ray techniques. 

Compared to in-house X-ray sources, a synchrotron source possesses the advantages of higher 

brightness, tunable energy, and linear polarization. These advantages make it much easier to 

customize an experimental setup and perform in situ experiments, which allows for the 

observation and monitoring the chemical reactions or structure evolvement under controllable 

conditions. In this dissertation, I will employ synchrotron X-ray to characterize the novel 

electronic materials. To be more specific, I will: 1) explore the dipolar effects of the high-k 

molecules within self-assembled nano-dielectric (SAND)[6]; 2) structurally understand and 

differentiate the amorphous metal oxide semiconductors.[7]  

Self-assembled nano-dielectric, known as SAND, has been invented and optimized at 

Northwestern University for the past decade.[6, 8, 9] SAND is usually made of 4 high-k organic 

/inorganic bi-layers on the top of a thicker prime oxide layer. It possesses high capacitance, low 

leakage current, ultra-thin thickness, and compatibility with many other semiconducting 

materials. SAND can be synthesized through solution-processing method at ambient 
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environment, which makes SAND an ideal candidate for the large-scale and printable 

fabrication. However, despite the unique properties exhibited by SAND, some fundamental 

aspects of its dielectric behavior remain unexplored, namely the built-in polarity effects of the 

organic molecule and details of important geometrical parameters. Therefore, through this 

dissertation, I will elaborate the design and synthesis of a new organic molecule with an inverted 

dipole, discuss the effects from the incorporation of the new molecule into devices, and finally 

present a comprehensive X-ray structural analysis of tri-layer SANDs based on these two 

molecules.  

The other focus will be the structure-property relationship of amorphous metal oxides 

(AMOs).[7, 10, 11] AMOs are important conducting/semiconducting materials widely used in 

modern electronics due to their excellent optical transparency, mobility, and mechanical 

flexibility. However, in this dissertation, I will focus on the thermal stability of AMOs. I will 

first compare and understand the thermal stability of In2O3 thin films grown at different 

deposition temperatures (Td), and the crystallites orientation distributions of the after-annealed 

crystalline films. Along with the level-set simulation methods, important crystallization kinetic 

parameters are determined. I will later explore the effects brought by a variety of dopants: the 

increased thermal stability induced by doping Ga, Zn, and Sn; the local structure distortion 

resulted from cation sizes (Sc, Y and La), or polymer species (PVP, and PEI). 

At the end, I provide some recommendations for possible future directions and include 

usefully instructions, such as operational manual, and Matlab codes, in the Appendices for the 

future reference.     

1.2 Outlines  

This dissertation will start with the introduction of TFTs (Chapter 2), including the basic 
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structure and working principle of TFTs, the dielectric layer and semiconducting layer materials, 

and the common growth methods. The X-ray techniques are introduced in Chapter 3, which 

covers the basic theory behind each X-ray technique, and both qualitative and quantitative 

interpretation of the X-ray data. The X-ray standing wave measurement of the dipole inversion in 

self-assembled nano-dielectric (SAND) molecular layer is shown in Chapter 4. The Br 

counteranion position and distributions within two different molecules are determined through a 

suit of X-ray characterization tools. The deposition temperature effects on the pulsed laser 

deposition (PLD) In2O3 film crystallization process is shown in Chapter 5. The thin-film 

isothermal crystallization process is revealed via both X-ray measurements and level-set 

simulation. Furthermore, the thermal stability study of the doped In2O3 films is presented in 

Chapter 6. This chapter focuses on comparing the crystallization kinetics for each doping 

element at various atomic doping concentrations and the after-annealed crystalline film 

orientations. The microstructural alternations and overall density changes induced by doping 

metal ions or organic species are shown in Chapter 7. The recommendations for future work is 

shown in Chapter 8. And finally, some useful manuals are included in the Appendices.  
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Chapter 2 : Thin Film Transistor (TFT) 

2.1: Introduction to Thin Film Transistors  

The invention of transistors is one of the most influential technology breakthroughs within 

the past 100 years.[12, 13] Transistors exist in almost every aspect of our lives since they are the 

key components in the modern electronic devices, such as computers, smartphones, tablets, 

monitors, and laptops.[14] One common type of transistors is known as the thin-film field effect 

transistors (TFTs).[15, 16] The role of an TFT is mainly an on/off switch to allow electric current 

flowing to different parts of an electronic circuit, and enable various functionality.[17] For 

example, the most widely known application of TFTs is its implementation in the organic 

light-emission diode (OLED) or liquid crystal display (LCD) as the back-panel to drive the 

current for millions of pixels.[18, 19]  

A TFT typically consists of a dielectric layer, a semiconductor layer, and three conductive 

electrodes with four common geometries.[16] As shown in Figure 2.1, this is a 

top-contact-bottom-gate TFT. The gate and dielectric materials can be a conductive Si wafer 

with the thermally grown 300 nm SiO2 layer on the top. The channel layer materials can be metal 

oxides or organic semiconducting materials. The top source and drain contacts are normally 

thermal-evaporated Al or Au. A shadow mask with the pre-defined geometry can be used to 

control the dimension of contacts during the metal thermal evaporation process.  
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Figure 2.1: The schematic of the operation of thin-film transistors with a n-type 

semiconductor layer. 

 

Here is how a typical TFT (Figure 2.1) operates. When a gate voltage (VG) (between the gate 

and the grounded source electrode) is applied, negative charges will build up at the interface 

between the semiconductor layer and the dielectric layer. At the same time, if applying a voltage 

at the drain contact (VD), the gate field-induced charges will flow and form the current IDS. Note 

that Figure 2.1 uses an n-type semiconductor as the channel layer material. As stated above, a 

TFT is an on/off switch. Therefore, the operation of TFT typically requires a low off-state 

current Ioff, and large on-state current Ion, compatibility with low working voltage, such as the 

battery (< 3V), and moderate operation mobility (µ).  
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2.2: The Characteristics of TFTs 

A representative TFT transfer plot (red) is shown in Figure 2.2.[15] The relationship 

between the source and drain current IDS and the gate voltage VG can be expressed by Eq.2.1 and 

Eq.2.2, corresponding to the linear region and the saturated region respectively: 

 

Figure 2.2: A representative TFT transfer curve. Courtesy of Dr. Jeremy Smith. 
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where the W and L are the channel width and length, Ci is the areal capacitance of the dielectric 

layer, VT is the threshold voltage, and µ is the device mobility. The threshold voltage indicates 

the on-state voltage of a TFT device. From Eq.2.2, VT equals to the value of VG when √IDS is 0. 

The green line in Figure 2.2 presents the √IDS curve as a function of gate voltage (VG). By 

extrapolating the linear region of √IDS, the tangent dash green line intersects with axis where √IDS 
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= 0, and the intersected voltage is VT. The value of threshold voltage should be ideally zero. 

However, due to the existence of trap states at the semiconductor/dielectric interface, additional 

voltage is needed to induce charges to fill the trap states before turning on the device. The VT 

could be either positive or negative depending on the carrier type (n or p) of the semiconducting 

layer.[16]  

The turn-on voltage (Von) is where IDS starts to increase sharply depending on VGS. It can be 

seen in the log(IDS) plot (red). The subthreshold swing (S), defined in Eq2.3, is another useful 

parameter to assess how fast the device can be turned on in the subthreshold region. 

 𝑆 =
𝑑log (𝐼!")

𝑑𝑉!

!!

 . (2.3) 

Typically, a smaller S is preferable, resulting in lower power consumption and higher refreshing 

speed. 

Another important characteristic is the on-off ratio (Ion/Ioff). Ideally, this value should be 

infinity as no current should exist before the device is turned on. However, due to the intrinsic 

property of semiconductor material, Ioff will not be zero. A small off-state current is necessary 

because this is related to the wasted power consumption, while a large on-current is also required 

so the device can operate under low-voltage (<10 V) and provide enough current for a circuit. 

The design of the on-off ratio should aim at > 104.  

The areal capacitance is defined in Eq. 2.4, where the k is the dielectric constant, and d is the 

layer thickness. For some of the low mobility semiconductor material, a large capacitance is 

needed for low-voltage operation. This can be achieved by either replacing with the high-k 

material, or reducing the thickness or both. A series of dielectric materials named self-assembled 

nano-dielectrics (SANDs) will be introduced in the next section. As indicated above, normally 

300 nm thermally grown SiO2 is used as the reference dielectric layer material for the 
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demonstration and comparison when the novel semiconducting material is the only focus of the 

research.   

𝐶! =
𝑘𝜀!
𝑑

 . (2.4) 

At last, the mobility (µ) measures how fast the carriers (electrons or holes) can move under 

the applied electric field. The higher the value indicates fast current response under the same 

E-field intensity. It is certainly related to the fundamental structure of semiconductor material. 

For the past several decades, Si-based semiconducting materials, such as amorphous Si (a-Si:H), 

has dominated the display market. However, due to its low mobility, many researchers are 

seeking for the replacement, one of which is the amorphous metal oxide (AMO). And I will 

elaborate more in the future section.  

In summary, the TFT transfer characteristics are important to evaluate the device quality. To 

achieve a desirable device performance, a deeper understanding of the materials is necessary. In 

the next few sections, I will proceed to some examples of dielectric materials and channel-layer 

materials.  

2.3: Dielectric Layer Material 

The dielectric layer in the TFT is of great importance as it directly affects the operation 

voltage of TFT device performance. As stated above, SiO2 has been the most common gate 

dielectric material used in the modern electronic technologies. However, it fails to meet many 

requirements for the next-generation electronics: 1) SiO2 has a relatively low dielectric constant 

(k = 3.9) which limits the optimal device performance; 2) SiO2 is typically grown through the 

sputtering, CVD or thermal growth methods, which are high-cost and time-consuming. 

Moreover, the impressive advances in semiconductor materials such as carbon-based material 

(graphene,[20] carbon nanotubes[21]), high-mobility polymers[22], and transparent metal oxides 

(MO)[11] also require improvement of compatible gate dielectric materials. Therefore, many 
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research has focused on developing and inventing new dielectric materials to replace SiO2.[23] 

The replacing dielectrics should possess: 1) large dielectric constant and capacitance; 2) low trap 

density and leakage current; 3) compatibility with low-temperature growth and large-scale 

fabrication, such as solution processing or printing method. In the next section, I will elaborate 

on the self-assembled nano-dielectrics (SANDs).  

2.3.1: Introduction to SAND 

A self-assembled nano-dielectric (SAND) is a hybrid ultra-thin film, typically made of 

periodic high-k oxide layers and phosphoric acid-based π-electron (PAE) molecular layers.[6] 

SAND has shown to have high areal capacitance (750 nF/cm2 ~1.1 µF/cm2), low leakage current 

(~10-7 A/cm2 at 2 MV/cm), low processing temperature ( ≤ 150°C), high uniformity and low 

roughness, and the compatibility with large-scale fabrication under the ambient environment. 

The excellent performance of SAND is due to its hybrid nature which combines the advantages 

of both high-k oxide and organic material. High-k MOs, such as HfO2, or ZrO2 have been proven 

to be competitive candidates for the gate dielectric materials due to their exceptionally high 

dielectric constant and insulating properties.[23, 24] Recently, the increasing demands of flexible 

electronics favors the amorphous phase of MO since it is compatible with the low-temperature 

fabrication and resilient to the mechanical bending or cracking. However, this often results in a 

relatively large leakage current, and instability of device performance. The incorporation with 

high-k organic layer, such as PAE molecule in our case, compensates for the deficiencies of 

low-temperature synthesize MO dielectric, and enhancing the thermal and mechanical stabilities. 

Hence, the multilayers with alternating self-assembled monolayer and MO layer realizes a new 

class of robust dielectric materials for the next-generation electrical applications. The hybrid 

nature of these materials exploits the distinct properties of both the organic and inorganic 
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components and have been incorporated into low-operating voltage flexible 

semiconductor-based OTFT/MOTFTs with enhanced performance.[6]  

2.3.2: Fabrication of SAND-based Device 

The SAND is synthesized via solution processing methods, and typically consisted of four 

oxide/PAE bilayers and a thicker bottom oxide prime layer. SANDs are prepared by multi-layer 

coating/self-assembly.[8, 9] Use a Zr-SAND precursor as an example. For the oxide layer, 100 

mM ethanol solution of ZrCl2 are prepared with the mixture of nitric acid, and DI water (molar 

ratio, metal chloride: HNO3: H2O=1:10:10) is then added under ambient conditions. The mixed 

precursor solutions are stirred overnight (> 12 h) to reach full hydrolysis. Prior to film 

deposition, 20 mM ZrOx precursor solutions are prepared individually through dilution with 

ethanol. The first ZrOx prime layer is synthesized by spin-coating the 20 mM ZrCl2 ethanol 

solution on the substrate (typically Si substrate with native oxide) for 30 sec with 5000 rpm, and 

annealing in ambient environment for 30 min at 150 °C for film oxides film formation and 

densification. Then the ZrOx-primed substrate is immersed in a preheated 3.0 mM 

phosphonic-acid based π-electron (PAE) methanol solutions for 1 h at 60 °C. After rinsing the 

coated substrate with methanol and blow-drying, the 10 mM ZrOx precursor solution is 

spin-coated (30 sec, 5000 rpm) on, followed by 30 min annealing at 150 °C to form the ZrOx 

layer. After repeating the self-assembly and ZrOx layer synthesis for another three times, a 

Zr-SAND with desired thickness is produced. The Hf-SAND fabrication procedure is very 

similar but using a 70 mM HfCl4 ethanol solution. For more information regarding to the 

synthesis of the PAE molecule, please refer to the previous publication.[6]  

The procedure of the SAND-based TFT includes additional step of depositing 
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semiconductor layer and thermally evaporated Au electrode. An example of SAND-based device 

and its electrical performance is shown Figure 2.3. Instead of presenting IDS as a function of VG 

(Figure 2.2), the drain/source current is plotted as a function of drain/source voltage for different 

fixed VG (Figure 2.3(b)). Also, a p-type semiconductor is used for the channel-layer material so 

the transistor curve shown at the opposite side.  

 

Figure 2.3: a) Structure of a typical bottom gate staggered TFT with Zr-SAND as the 

dielectric. b) A representative transistor curve of drain/source current IDS as a function of 

drain/source voltage VDS at multiple gate voltages VG.  (The TFT used pentacene as the 

semiconducting channel layer, and Zr-SAND as the dielectric.) 

2.4: Channel-layer Materials 

2.4.1: The Development of Channel-layer Materials 

The development of electronics is also closely related to the innovation of the channel-layer 

materials. As shown in Figure 2.4, over the past 80 years, since the first invention of field-effect 
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transistor (FET), every major advance comes along with the invention of new materials, such as 

the Si-based TFT in 1980s[25], the indium-gallium-zinc oxide (IGZO) based TFT in early 21 

centuries[26], or more recently, the TFTs with the incorporation of novel low-dimensional 

materials (Graphene[20], MoS2[27] and black phosphorus[28]). Some of these major 

technological innovations have already been widely used in our modern electronic devices and 

completely reshape our life.[29]  

A retrospect of these highlighted materials can shed lights on how these breakthroughs are 

accomplished:  

1) the effect of doping. Each element in the periodic table possesses its unique atomic 

structure and properties, and the combination of two or more atoms will facilitate the discovery 

of new properties. For example, the introduction of dopants (As or B) to a known system 

(intrinsic Si) leads to the formation of either n-type or p-type semiconducting Si. Another 

example would be the doping of Zn or Ga can tune the electronic properties of In2O3 from highly 

conductive to semi-conductive.  

2) the exploration of surface or interface properties. When reducing the size of materials to 

nanometer scale, additional properties related to the surface or interface will start to dominate 

due to the dramatically increased surface to volume ratio. A good example would be 

1-dimentional carbon nanotube (CNT) and 2-dimentional graphene exhibit drastic optoelectronic 

properties compared to 3-dimentional graphite or diamond.  

3) the interplay of organic and inorganic materials. Inorganic materials tend to be more 

robust over time and less sensitive to the exposure of oxygen or moisture, and they typically 

have a more well-organized structure. However, organic materials also present a great potential 
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in replacing inorganic materials in many aspects, such as conductive polymers, organic light 

emission diodes (OLED). Therefore, instead of excluding one from the other, it would be more 

beneficial if the advantages of both organic and inorganic species can be selectively combined. 

Perovskite solar cell is an excellent example of combining methyl ammonium and lead halide 

groups to form a high efficient hybrid organic-inorganic light harvesting layer material.  

 

 

Figure 2.4: The channel-layer material evolution over the past 80 years. (Courtesy of Dr. 

Binghao Wang) 

 

2.4.2: Amorphous Metal Oxide 

As briefly mentioned above, over the decades, Si has dominated the transistor market. 

However, it does not meet some of the key requirements of the next-generation electronics, such 

as Si is opaque, the crystalline Si is rather brittle and not compatible with flexible substrates, and 

the cost is high. Amorphous metal oxides (AMOs)[10, 11, 26, 30, 31] as an alternative, have 

garnered much attentions over the past ~15 years due to their optical transparency, mechanical 

flexibility, and high mobility. And the advantageous features are summarized as follows: 

• Optical transparency. AMOs typically are wide-bandgap (>3 eV) materials with 

transparency >80% over the visible-light range.  
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• Low processing temperature. AMOs can be fabricated at room temperature or low 

annealing temperature (< 300°C) to be compatible with flexible substrates such as 

plastic.[32-35] 

• High uniformity and surface flatness. AMOs exhibit excellent uniformity and surface 

roughness ( ≤1 nm) owing to their amorphous structure. Unlike polycrystalline Si-based 

TFTs, they have limited applications due to the difficulty in large-scale fabrication raised 

by the inhomogeneity from the presence of grain boundaries.[5, 11] 

• High electron mobility (n-type). Even though p-type AMOs are also promising, I limit 

the scope of my dissertation to only n-type semiconductors. AMOs can achieve a large 

and controllable Hall or TFT mobility (> 1 cm2/Vs), which can be up to 50 cm2/Vs 

depending on the growth methods and conditions. The high electron mobility is 

originated from the unique electronic structure of the metal oxides. The conduction band 

minimums (CBMs) are mainly consisted of large ns orbitals from the heavy metal 

cations (In, Zn and Ga, etc.), which have a large and spherical spatial spread with a 

broad CBM band dispersion. This results in a small electron effective mass me, and a 

larger mobility. More importantly, the above electronic structure also explains why high 

mobility can be maintained at the amorphous phase. The spherically distributed ns 

orbitals of metal cations overlap with the neighboring s orbitals and create a conduction 

path which is insensitive to the structural distortion presented in the amorphous 

phase.[26] 

• Mechanical flexibility. Due to the lack of grain boundaries and overall amorphous 

nature, AMOs are more resilient to bending or compression in contrast to their 

crystalline counterparts. When the films under small strains (< 2%), the carrier mobility 

can be approximated as !(!)
!!

= 1+𝑚𝜀, where 𝜇! and 𝜇 𝑅  are the mobility in flat 
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and bent condition with bending radius R, ε is the film strain, and m is an empirical 

constant. Previous studies reported that the value of m for IGZO-based TFTs is 0.5~2.7, 

which indicates that the mobility change within AMOs is relative insensitive to the 

mechanical strain. Whereas in either polycrystalline or amorphous Si-based TFTs, the 

absolution value of |m| is much larger (> 15).[36] 

• Compatibility with low operation-voltage and a variety of gate dielectric materials. Less 

defect states are formed within the AMOs compared to the conventional semiconductors 

such as Si, which allows for small S value (0.1 V/decade) and low operation voltage (< 5 

V). Also, less defects states formed at the semiconductor/dielectric interface allow for 

more choices of gate dielectric materials. Many (HfO2, SiO2, Al2O3 and organics) have 

already been explored and demonstrated when incorporated them into the AMO-based 

TFTs.[37]    

2.4.3: Growth Method 

The metal oxides can be grown through either physical vapor deposition, such as puled laser 

deposition (PLD), atomic layer deposition (ALD) and sputtering, or via solution processing 

methods, such as spin-coating, spray-coating, inkjet printing and brush shearing. The growth 

conditions and methods directly determine the structure of the materials and their properties. In 

general, films synthesized through the physics vapor deposition are denser and have less defects 

and more stable device performance. However, the drawbacks of these methods are typically 

high-cost (expensive growth chamber and vacuum equipment, targets, and regular maintenance 

fee), time-consuming to reach the desired thickness and not compatible with large-scale 

fabrication. Whereas, the solution-processing methods allow for much faster deposition at low 

cost.  



 39 

 

 

Figure 2.5: The multi-target pulsed-layer deposition (PLD) system. (Courtesy of Dr. D.B. 

Buchholz) 

 

Both methods can grow films with a variety of crystallinity by controlling the deposition 

temperature or post-annealing temperature. Using the PLD deposited In2O3 film on quartz 

substrate as an example, the quartz substrate can be fixed at various depositions temperatures 

(Td) during the deposition process.[33] If Td is set above the room temperature (RT), crystalline 

films can be synthesized. More interestingly, when Td is fixed below the RT (-100°C to 0°C), 

amorphous In2O3 can be grown. The as-deposited amorphous films can be transformed into 

crystalline phase if they are treated with post-annealing process (TA). As for the 

solution-processing method, higher temperature (TA >150°C) is typically needed for the 

evaporation of the solvents, overcoming the energy barrier for chemical reactions, and the 
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calcination of the organic chemical residues. The time scale for the first two steps are a few 

seconds, but the last step could take up to a few hours until a high-quality film is achieved.  

2.4.4: The Structure of MOs 

Metal oxides (MOs) widely exist in the Earth's crust, and have been studied for decades 

since they are the key parts to many of the electrical, optical, and magnetic materials in our 

modern life. For example, the SiO2, Al2O3 and HfO2 for the dielectric materials;[23, 24] 

indium-tin oxide (ITO) is a common conductive electrode;[5] vanadium oxide and tungsten 

oxide are common catalysts; and BaTiO3 is the well-known perovskite structure which exhibits 

unique piezoelectric property. In this dissertation, the In2O3-based n-type (semi)conducting 

materials and their structural and electrical investigation will be the main topic. This subchapter 

will focus on studying the crystal structure of the most representative binary, ternary and 

quaternary oxides system.  

1) Binary metal oxides (MOs) 

Since indium oxide is one of the most common AMOs, the understanding of its structure is 

of great importance. The most stable phase of indium oxide has a cubic structure (bixbyite, Ia3, 

space group 206) with lattice constant a = 10.14 Å. Please see the following figures (Figure 2.6 - 

Figure 2.8) for the unit cell and polyhedral information. The unit cell has 32 indium and 58 

oxygen atoms. The In atoms have two possible sites: b-sites (8 atoms, 25%) and d-sites (24 

atoms, 75%). Each In atom is surrounded by 6 oxygen atoms and two interstitials, which form an 

octahedral structure with an average 2.18 Å In-O bond length. At the b-site, 6 oxygen atoms are 

located at the equivalent distance 2.18 Å. While at the d-site, the interstitials at the face diagonal 

positions lead to the local reorganization of three distances: 2.13, 2.19, 2.23 Å.  
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Figure 2.6: The crystal structure of cubic In2O3. In atom is labelled in purple and the oxygen 

atom is labelled in red. 
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Figure 2.7: The polyhedral plot of cubic-phase In2O3. In atom is labelled in purple and the 

oxygen atom is labelled in red. 

 

 

Figure 2.8: The depiction of two different In atom sites within the bixbyite structure. (From 

REF[38]). 
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(a) (b)

Figure 1.2. (a) In2O3 bixbyite structure with octahedra marked (blue =
oxygen atom, yellow = In atom), (b) Di↵ering cation sites in the bixbyite
structure shown without actual distortion. Reprinted with permission from
D. E. Pro�t et al..64 Copyright 2009, American Institute of Physics.

of the octahedral sites in alternating layers. The lattice parameters are a = 4.74 Å and

c = 3.19 Å and the Sn-O bond length is 2.05 Å.66 In both structures, oxygen anions are

tetrahedrally coordinated.

The TCOmaterials in this system that are of the most relevance to this work are In
2
O

3
,

Sn-doped In
2
O

3
(ITO), and, of course, Zn and Sn codoped In

2
O

3
(In(2�2x)SnxZnxO3, 0 <

x  0.4), as well as other Zn-In-Sn-O specimens. These materials are discussed in more

detail below. However, the homologous compounds, (ZnO)kIn2O3 (k=3-7,9,11,13,15,20),

and In-doped spinel solid solution, Zn(2�x)Sn(1�x)In2xO4 (0 < x  0.45), are worth de-

scribing here.

The homologous In-Zn-O materials, which will be referred to as IZO, have ‘k’ num-

bers of ZnO layers sandwiched between two InO1.5 layers. The odd k-value homologous
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The other possible phase of In2O3 is rhombohedral structure (space group 167, R𝟑𝑐) with 

lattice parameters: a = 5.49 Å, b = 5.49 Å, c = 14.52 Å, and α = 90°, β = 90°, γ = 120° (Figure 

2.9). The bulk In2O3 with rhombohedra structure is typically synthesized at high temperature and 

under high pressure while thin-film rhombohedral In2O3 can epitaxially grow on a single 

substrate such as sapphire.[39-41] The rhombohedral structure is rare in the products of the 

typical synthesis method since the temperature is not high enough to have the cubic to 

rhombohedra transformation. However, through the doping of secondary metal cations and/or 

annealing under certain environment, the rhombohedral In2O3 or doped In2O3 can be fully or 

partially transformed from the cubic phase.[42] 

 

Figure 2.9: The crystal structure of rombohedral-In2O3. In atom is labelled in purple and the 

oxygen atom is labelled in red. 
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Tin dioxide (SnO2) is another common transparent conducting oxide (TCO) material. The 

fluorine-doped SnO2 (FTO) and indium-tin-oxide (ITO) (In:Sn=9:1) are two well-known TCO 

electrodes for numerous applications, such as, in solar cell fabrication. The 200 nm FTO coated 

on the glass is the standard transparent substrate. SnO2 has a rutile structure (space group 136: 

P42/mnm) with the lattice parameters: a = b = 4.74 Å, c = 3.19 Å, and α = β = γ = 90° (Figure 

2.10). Locally, each tin atom is coordinated with 6 oxygens forming an octahedral site with 

average Sn-O bond length 2.05 Å. 

 

Figure 2.10: The crystal structure of SnO2. Sn atom is labelled in grey and the oxygen atom 

is labelled in red. 

 

Zinc oxide (ZnO) and its derivatives are common transparent semiconducting oxide 

materials. ZnO has the wurtzite structure (P63mc) and the unit cell consists of double-layers 

composed of zinc and oxygen atoms planes perpendicular to the c-axis (Figure 2.11). The lattice 

parameters of the ZnO unit cell are a = 3.25 Å and c = 5.21 Å. Each Zn atom is coordinated with 
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4 oxygen atoms with 1 bond of 1.96 Å (along with the c direction) and 3 bonds of 1.98 Å.  

 

Figure 2.11: The crystal structure of ZnO. Zn atom is labelled in grey and the oxygen atom 

is labelled in red. 

 

Gallium oxides (Ga2O3) have many polymorphs and the most stable phase is the β-phase. 

The lattice parameters of β-phase Ga2O3 are: a = 12.23 Å, b = 3,04 Å, c = 5.80 Å, and α = γ = 

90°, β = 103.7°. Compared the above MOs, Ga2O3 is less explored since Ga cations are typically 

doped to the other MO systems rather than using Ga2O3 directly or as the host material. There are 

literatures showing Ga is the “oxygen getter”, which facilitates the formation of oxygen vacancy 

in the amorphous matrix, and increase the carrier concentrations.[32]  

 

2) Ternary metal oxides (MOs) 

Even though binary MOs have many promising properties, the ternary or quaternary MOs 

are often used so the optimum performance can be reached.[5]  
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As stated above, there are two major categories of growth methods: physical vapor 

deposition and solution processing. For the former method, the formation of ternary or 

quaternary systems is typically achieved via periodically switching targets during the deposition 

process. Using PLD method as an example, to achieve ternary oxide films, a computerized 

shuttle is employed to alternate ablation between two targets, and the ratio of the pulses for each 

metal oxide in each cycle is adjusted to obtain the desired film composition. The film 

compositional uniformity is ensured since each single PLD pulse only deposits ~1012 metal 

cations/cm2, which is < 1% of the total coverage requirement (014~1015 metal cations/cm2) for a 

typical MO monolayer. Therefore, multiple pulses are required to deposit a single monolayer, 

and dopants can be uniformly dispersed down to the 1% level without additional aids on the 

diffusion of dopants. While for the solution processing methods, the dopants are added during 

the precursor solution preparation step. The composition can be tuned by controlling the 

concentration or volume of the metal cation precursor solutions. After the post-annealing, the 

metal cations will react with oxygen and form the oxides. Hence, the pre-determined the 

composition will be maintained in the synthesized materials.  

Sn-doped In2O3 (ITO) is a transparent conductor with the very high optical transmissivity for 

visible light, and low electrical resistivity among all the doped indium oxides materials. The 

doping of Sn to a level of 5–10 at.% can produce 1~2x1021 /cm3 carrier concentration and 

1.5~2.0x104 Ω cm resistivity. At low Sn doping concentration (<20 at.%), the structure of ITO 

has been shown in many kinds of literature to have the identical crystal structure as cubic phase 

In2O3 and the Sn substitutes In in In2O3 matrix.[5, 43] This can be confirmed from X-ray 

diffraction patterns (XRD).  
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Zn doped In2O3 (IZO) is another TCO material that has been widely explored.[5, 44] Due to 

the high thermal stability of IZO (up to 500 °C), amorphous phase of IZO is typically used for 

industrial applications. With comparable properties to ITO as a TCO material, amorphous IZO 

has the advantages of being amorphous along with room temperature deposition, easy patterning 

and improved homogeneity relative to ITO, which have more potentials for fabricating the 

flexible device. The crystalline structure also varies depending on the doping percentage of Zn to 

the In2O3. At low doping concentration (<20 at.%), Zn is also considered to be the substitute of 

In within the cubic crystalline phase. Whereas at high doping concentration (> 20 at.%), 

rhombohedral IZO sometimes can be observed. At even higher concentration, the ZnO 

diffraction will dominate the overall crystalline structure.[45]  

3) Quaternary metal oxides (MOs) 

This section will cover two of most important quaternary metal oxides[44]: conductive 

zinc-indium-tin oxides (ZITO)[46, 47] and semiconducting indium-gallium-zinc oxides 

(IGZO)[26]. Both materials are transparent, and their amorphous phases are used in many areas. 

One important motivation to search for the alternatives of historical ITO is that the 

increasing cost of indium metal because of its natural scarcity. Hence, zinc-indium-tin oxide 

(ZITO) has been invented as one of the alternative. ZnxSnxIn2-2xO3 (x ≤ 0.4) is one of most 

commonly used quandary oxide as In2O3 doped with equal amounts of Sn and Zn. The indium 

amount is reduced through this co-doping strategy. Through both X-ray diffraction and electron 

microscopy measurement,[48, 49] ZITO has the common bixbyite structure as the In2O3 and 

ITO. However, under high temperature and at high post-annealing temperature, ZITO with 

rhombohedral phase can also be synthesized for a broad compositional range 0.2 ≤ x ≤ 0.7.[46] 
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This is very similar to the discussion of the possible crystalline structures of In2O3 (section 

2.4.4). The structure of an example of rhombohedral ZITO is shown in Figure 2.12, with lattice 

constant a = 5.36 Å, b = 5.36 Å, c = 14.322 Å, and α = 90°, β = 90°, γ = 120° and space group 

space group 167, R𝟑𝑐. The lattice parameter is very similar to the rhombohedral In2O3 phase but 

has a smaller unit cell volume due to the smaller cation sizes of Zn and Sn compared to In. ZITO 

is also very thermally stable, and its amorphous phase can maintain high conductivity with the 

additional advantages brought by the reduced of grain boundaries mentioned above. There are 

reports to use ZITO as conductive electrodes for solar cell devices.[34]  

 

Figure 2.12: The crystal structure of Zn0.6In0.8Sn0.6O3. The oxygen atom is shown with small 

red sphere. The atomic site represented by the large sphere is shared between Zn, In and Sn 

based on the doping amount of each element. 
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IGZO chemical formula can be expressed as InGaO3(ZnO)k, where k=integer. It can have 

two possible structures based on the value of k. The structure can be either hexagonal for k = 

even, or rhombohedral structure for k = odd. An example structure from each case is shown in 

Figure 2.13a and b.  

 

Figure 2.13: The crystal structure of IGZO4 (a) and IGZ2O5.  

The unit cell parameters of IGZO4 (Figure 2.13a) are: a = 3.30 Å, b = 3.30 Å, c = 26.10 Å, 

and α = 90°, β = 90°, γ = 120° and space group 148, R𝟑. Whereas, for IGZ2O5, the unit cell 

parameters are a = 3.29 Å, b = 3.29 Å, c = 22.53 Å, and α = 90°, β = 90°, γ = 120°, and the space 

InO1.5

GaO1.5/ZnO

InO1.5

ZnO

GaO1.5

(a) (b)
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group 194, P 63/mmc. For both possible structures, alternating InO1.5 layers and 

(GaO1.5+(ZnO)k) layers stack on each other with Ga and Zn sitting at the tetragonal site, and In 

sitting at the octahedral site.   

The familiarization of crystalline structure is necessary for the understanding of amorphous 

materials. Typical structural characterization tools, such as XRD and electron diffraction, 

become less effective since the amorphous materials are lack of the long-range orderings. Hence, 

the structurally differentiation of two amorphous materials require alternative approaches. The 

following chapters, especially Chapter 7, will provide helpful discussions regarding the 

understanding of amorphous phase, especially from the local structure of metal cations.   

2.4.5: The Electrical Properties of MOs 

Part of the electrical properties of MOs, such as field effect mobility (µFE), has been 

described in the chapter 2.2 since MOs can be used as the channel layer material in TFTs. 

However, many intrinsic characteristics related to the thin film can be determined from Hall 

measurement: carrier type, sheet resistance (Rs: Ω/□), carrier concentration (n: 1/cm2), and 

carrier mobility (µ: cm2/V·s). These characteristics can be measured through the Hall 

measurement in the Van der Pauw configuration.[50] This measurement is generally more 

accurate for films thicker than 50 nm. For the standard field effect transistor (FET) application, 

the thickness of the MO layer is ~10 nm, and the field effect mobility is generally the electrical 

characteristic.  

At last, I would like to briefly introduce the conductive mechanism in MO system. The 

oxygen vacancy is the one of key factors that tunes the electrical properties of AMOs. Using the 

Kröger-Vink notations, for n-type MOs, the generation of the doubly-ionized oxygen vacancy 
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(V!∙∙) will produce two free electrons as carriers and oxygen gas[51] 

OO× ⇌ VO∙∙ + 2e′ +
1
2
O2(g) . (2.5) 

Therefore, from the above equilibrium reaction (Eq. (2.5)), the carrier concentration can be 

increased under oxygen-deficient environment, such as low vacuum condition. In the PLD 

growth condition, this can be well controlled by different O2 partial pressure inside the growth 

chamber. However, for films made by solution-processing methods, since most of experiments 

are made in ambient environment instead of in the oxygen-deficient one, the variation of device 

properties can be more profound. The humidity in the air, or the vacuum condition during the 

metal electrodes deposition can easily alter the device performance. Hence, it is necessary to 

monitor and keep every step under the same controllable condition from batch to batch to reduce 

the samples variation.   
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Chapter 3 : X-ray Characterization Techniques 

3.1: Introduction 

X-ray techniques are powerful characterization tools and extensively used in material 

science fields for structural and chemical analysis. X-rays are electromagnetic waves with energy 

(Eγ) from ~1 keV to 100 keV and wavelength (λ) ranging from ~0.1 Å to 10 Å, which is ideal to 

probe nm-scale materials. A typical lab source has X-ray wavelength corresponding to the 

characteristic wavelength of target materials, e.g. Cu Kα is 1.54 Å. A synchrotron is an 

alternative X-ray source that has much higher brightness, flux, and with tunable X-ray 

energy/wavelength. A brief introduction to the X-ray characterization techniques used in this 

dissertation will be given in this chapter. 

3.2: X-ray Scattering Methods 

3.2.1: X-ray Diffraction 

When X-ray interacts with atoms of the materials, it is mainly scattered by the electrons and 

the scattering from the nucleus will be negligible (Born Approximation). Based on whether the 

energy of the X-rays is conserved or not, the scattering process will undergo either elastic or 

inelastic scattering. This section will concentrate on the elastic scattering, which covers the basic 

X-ray diffraction (XRD) and X-ray reflectivity (XRR). A brief introduction to X-ray diffraction 

mainly adopted from textbook by Als-Nielsen and McMarrow.[52]. Other helpful resources of 

the X-ray scattering can be also found in textbooks written by Cullity[53], or Warren[54]. 

The quantity that was used to describe the scattering process and determine the scattered 

intensity is the differential cross-section 𝑑𝜎/𝑑Ω, which calculates the number of X-ray photons 
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𝐼!" scattered by N particles per second per solid angle 𝑑Ω:  

 
𝑑𝜎
𝑑Ω

=
Number of X-rays scattered per second into 𝑑𝛺 

(Incident flux)N𝑑𝛺
  . (3.1)  

For the scattering from one electron, the differential cross-section follows the classical Thomson 

scattering: 

 
𝑑𝜎
𝑑Ω

= 𝑟!!𝑃 , (3.2)  

where 𝑟!= 2.818 x10-5 Å is the classical radius of electron, and P is the polarization factor (the 

synchrotron source produces a polarized X-ray in the horizontal plane, and if the experiments are 

performed at the vertical scattering plane, then the polarization factor would be P = 1).  

The next step calculates the cases for a group of electrons. Materials are consisted of atoms, 

and each electron of an atom forms an electron cloud around the nucleus with a density 

distribution 𝜌(𝑟). For an atom with Z electrons, the differential cross-section is not the simple 

sum of Z individual electrons but the supposition of contributions from different volume of 

electron clouds. Atomic scattering factor is defined to calculate the scattering from an atom:  

 𝑓 𝑄 = 𝜌(𝑟)𝑒!!∙! 𝑑𝑟, (3.3) 

where the 𝑄 is the momentum transfer or scattering vector. When the atoms form a molecule, 

the total scattering contribution from the whole molecule can be denoted as: 

 𝐹 𝑄 ＝ 𝑓! 𝑄 𝑒!!∙!!
!

, (3.4) 

where the 𝑓!(𝑄) is the atomic scattering factor of 𝑗th atom in the molecule, 𝑟! is the relative 

displacement locating the jth atom and 𝐹(𝑄)  is named structure factor. Finally, from 

kinematical scattering theory, for X-rays scattered by a crystal, the structure factor is: 
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𝐹 𝑄 ＝ 𝑓! 𝑄 𝑒!!∙!!
!

= 𝑓! 𝑄 𝑒!!∙(!!!!!)

!!,!!

= 𝑒!!∙!!
!!

𝑓! 𝑄 𝑒!!∙!!
!!

= 𝑆! 𝑄 𝐹!.!. 𝑄 , 

(3.5)  

where 𝑟! can be represented as the sum of atom position 𝑟! within the unit cell and the lattice 

vector 𝑅!, the 𝐹!.!. 𝑄  is the unit cell structure factor, N is the total number of unit cell and 

𝑆!(𝑄)  is the 3D interference function. Then for a perfect crystal, the intensity that the detector 

received is: 

 𝐼!"
𝑝ℎ𝑜𝑡𝑜𝑛𝑠
𝑠𝑒𝑐

= Φ!(
𝑝ℎ𝑜𝑡𝑜𝑛𝑠

𝑢𝑛𝑖𝑡 𝑎𝑟𝑒𝑎 ×𝑠𝑒𝑐
)𝑟!!𝑃 𝐹!.!. 𝑄

!
𝑁
𝜆!

𝜈!
𝐿, (3.6)  

where the Φ! is the incident flux and 𝜈! is the volume of unit cell, and L is the Lorentz factor. 

Eq. (3.6) provides a mathematic approach to simulate, predict and fit the diffraction patterns. 

The degree of crystallinity 𝜒! is a quantity from 0 to 1, which describes the factional 

volume of crystalline phase within a material. It can be determined by using Ruland’s Method28,29, 

which is the area under the crystalline peaks 𝐼! 𝑄  over the area under the entire diffraction 

pattern: 

 𝜒! =
𝐼!(𝑄)𝑑𝑄
𝐼(𝑄)𝑑𝑄

 (3.7) 

 

3.2.2: Grazing Incidence Wide-angle X-ray Scattering 

Single crystal substrates, such as silicon, SrTiO3, etc., are often used in the thin film 

deposition. The films information would be buried under very strong substrate diffractions if we 

do a typical θ /2θ XRD measurement. One way to suppress the substrate signals and focus on the 

film is to employ grazing incidence wide-angle X-ray scattering (GIWAXS). X-ray refractive 
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index n in material is defined as: 

 𝑛 = 1 − 𝛿 − 𝑖𝛽 , (3.8) 

where 𝛿  is a quantity proportional to the density of material and the square of X-ray 

wavelength; while 𝛽 is related to the X-ray absorption by the material. Since n has the quantity 

less than 1, the total external reflection will occur if incident angle αi is less than critical angle αc 

based on Snell’s law. The evanescent waves will be formed below the scattering surface at this 

condition. X-ray penetration depth Λ can be calculated from following equation[52]: 

 Λ = !
!!

𝑅𝑒 (𝛼!! − 𝛼! + 2𝑖𝛽)!/!
!!

. (3.9) 

Therefore, by tuning the incident angle αi, X-ray penetration depth Λ can be adjusted to 

avoid the generation of a strong substrate diffraction peak. A typical GIWAXS setup is presented 

in Figure 3.1. The scattered X-rays are recorded by using a 2D detector with the advantage of 

collecting many diffraction patterns simultaneously. At the beamline, sample can be measured 

under controlled environment such as annealing or flowing reactive gas.  

 

Figure 3.1: A schematic of the setup of GIWAXS experiment with an incident angle αi. 

An example of penetration depth Λ calculation is also plotted in Figure 3.2. Due to 

evanescent wave effect, the depth is close to 0 when the incident is below critical angle. To avoid 

X-rays penetrating to the substrate, the depth Λ should be less than the thickness of the film (300 

2θ
α i

Incident	x-rays
sample

2D
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nm), therefore, incident angle is set to be 1.5 times the critical angle to achieve (Λ = 250 nm).  

 

Figure 3.2: The penetration depth of 20 keV X-rays by varying incident angle α. αc is the 

critical angle of In2O3 film. 

 

3.2.3: X-ray Reflectivity 

The studies of materials with multilayer structures are particularly important. The modern 

film growth techniques can tune the structures and properties of materials down to atomic or 

molecular level. Hence, an accurate measurement of structural information will be of great 

importance for the understanding, designing and fabrication of materials. For example, from eq. 

(2.4), the accuracy of capacitance value heavily relies on the thickness of each layer in 4-layer 

SAND (Figure 3.3c). XRR studies the scattering from interfaces and is sensitive to the electron 

density contrast between layers. Due to the large e-density contrast between metal oxides and 

organics of SAND, XRR will be an ideal characterization tool to measure the thicknesses of each 

layer based on eq. (3.10), where 𝜌(𝑧) is the electron density and 𝑅! 𝑄  is the Fresnel 
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reflectivity. From 𝜌(𝑧), layer thickness, e-density of each layer, and interfacial roughness can be 

extracted. One example to show the utilization of XRR is to determine the spacing of IGZO on 

the top of 4-layer SAND structure (Figure 3.3).  

 

 

Figure 3.3: (a) XRR of a-IGZO-coated 4 layer Hf-SAND (red), and 4 layer Hf-SAND only 

(blue) on Si substrate substrate, respectively; (b) corresponding e-density profiles normalized to 

the bulk Si density; (c) device structure of IGZO on 4-layer Hf-SAND deposited on Si substrate. 

Adopted from REF[37]. 

3.3: X-ray Photoelectric Effect 

The previous section has demonstrated how X-ray will be elastically scattered from a single 

electron, a molecule, a crystalline material, and at the graded interfaces. This section will focus 

on the photoelectric absorption process. 

When an atom absorbs X-rays, it leads to the ionization of the atom and the emission of 

characteristic X-ray or Auger electrons as the excited atom (ion) goes to its ground state, and the 

excessive photon energy will be transferred to the photoelectron. A quantity to evaluate the 

MRSEC 

Integration: IGZO on SAND 

Indium gallium zinc oxide (IGZO) is a solution-processable n-type 
amorphous oxide semiconductor with device characteristics that 

complement CNT thin films: µ ~ 50 cm2/V-s; Ion/Ioff ~ 107 

T. J. Marks, M. C. Hersam, M. J. Bedzyk, ACS Appl. Mater. Interfaces, 5, 11884 (2013). 
MRSEC Inter-IRG Collaboration (IRG 1 & IRG 2) 

c)

 𝑅 𝑄
𝑅! 𝑄

=
1
𝜌
𝑑𝜌
𝑑𝑧

𝑒!"#𝑑𝑧
!

. (3.10) 



 58 

ability to absorb X-ray is defined by linear absorption coefficient µ. When the incident X-ray 

energy is tuned from below the absorption edge energy to above the edge, linear absorption 

coefficient µ will have a sharp increase due to the annihilation of the incident photon. The 

ejected outgoing photoelectron wave will propagate and scatter back from the neighboring 

atoms. The backscattered waves will cause an interference effect with the outgoing waves, which 

lead to the presence of fine structures as a function of incident energy or wavelength at the 

absorption edge. Figure 3.4 shows the possible photoelectric effect and related X-ray techniques 

when X-ray is absorbed. 

 

Figure 3.4: Illustration of X-ray photoelectric interaction with an indium atom.  
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3.3.2: X-ray Absorption Fine Structure 

X-ray absorption fine structure (XAFS) is a useful technique to study the local environments 

around an atom of interest and has been widely used to establish structure-property relationships 

within transparent AMOs fields. For amorphous samples that lack of long-term orderings, XAFS 

is an ideal technique complementary to the pervious X-ray diffraction (XRD) measurements. 

Generally, XAFS spectra can be separated into two parts by the energy difference relative to the 

X-ray absorption edge energy: X-ray absorption near-edge structure (XANES) (-10 to 20 eV), 

which is sensitive to the chemical state and site symmetry; extended X-ray absorption fine 

structure (EXAFS), which can be analyzed quantitatively to gain the local structure information 

by fitting spectrum to the following equation:[55]  

 𝜒 𝑘 =
𝑁!(𝜃) 𝑓!(𝑘) 𝑆!!

𝑘𝑅!!!

𝑠𝑖𝑛 2𝑅!𝑘 + 𝜙! 𝑘 𝑒
!!!!
!(!) 𝑒!!!!

!!! (3.11) 

where 𝜒 𝑘  is the normalized absorption coefficient; 𝑆!! is the intrinsic loss factor; 𝑒
!!!!
!(!)  is 

the attenuation factor due to the electron mean free path 𝜆(𝑘); 𝑁!and 𝑅! are the coordination 

number and bond distance of the ith shell of the absorbing atom; 𝑓!(𝑘) and 𝜙! 𝑘  are the 

backscattering amplitude and the phase shift; 𝑒!!!!
!!! is the Debye-Waller factor. The Fourier 

transformation of 𝜒 𝑘  can generate pseudo-radial distribution function (p-RDF) around the 

central atoms. 

3.3.3: X-ray Photoelectron Spectroscopy 

If a detector is placed to collect photoelectrons and analyze their kinetic energies Ekin, then 

bonding energy EB can be deduced by Einstein relationship: 
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 𝐸!"# = 𝐸! − 𝐸! − 𝜙!, (3.12) 

where 𝐸!is the incident X-ray energy, and 𝜙! is the work function of the analyzer. X-ray 

photoelectron spectroscopy (XPS) is widely used to study the chemical states and determine the 

composition of different elements of the films. The chemical states and compositions are 

determined by fitting XPS peaks. The peak position is corresponding to the bonding energy 𝐸!. 

The peak area 𝐴!  will be used to determine the elemental composition 𝐶!  by following 

equation[56]:  

 𝐶! =
𝐴!/𝑆!
(𝐴! 𝑆!)

, (3.13) 

where 𝑆! is the atomic sensitivity factor. Due to the relative low photoelectron, kinetic energy 

and large electron scattering cross section, XPS is more sensitive to the top surface of the films. 

Therefore, employing Ar ion gun to etch the surfaces oxides, and measuring the signals from 

deeper inside the films will give the bulk compositions. 

The use of Ar ion gun will also enable “depth profiling” XPS measurement. By periodically 

etching the topmost surface and doing XPS on the freshly exposed surface within the selective 

area, we will be able to determine the compositional distribution from the original sample 

surface to the substrate.  

An example of depth profiling result is provided in Figure 3.5. The sample is a perovskite 

film, which is spin-casted onto FTO coated glass substrate. The result shows that the film is 

completely etched since the strong Sn signals from the FTO layer are observed at the end of the 

profiling. This study shows that the surface is Cl rich; while I is mainly located at the lower part 

of film.   
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Figure 3.5: Depth profile of perovskite film coated on an FTO substrate obtained by XPS in 

situ with ion sputtering from REF[57]  

3.3.4: X-ray Fluorescence 

If the characteristic X-ray signals are collected and analyzed by the X-ray fluorescence 

(XRF) detector, it will also be possible to determine both the relative and absolute composition 

information from the fluorescence X-ray intensities. For the absolute coverage measurement, a 

standard with the known elemental coverage are measured at the same geometry with the 

unknown sample. By comparing the area 𝐴! under the fluorescence peaks, the coverage of 

elements inside the films can be determined by using eq. 3.14:  

 𝐶! =
𝐴!
𝐴!"#

𝜎!"# 𝐸!
𝜎! 𝐸!

𝑇 𝐸!"#!

𝑇 𝐸!!
𝐶!"#  , (3.14) 

where 𝐶𝑠𝑡𝑑 is the coverage of standard; 𝜎!"# 𝐸!  and 𝜎! 𝐸!  are the cross-sections for element in 

standard and sample element at incident X-ray energy 𝐸!; 𝑇 𝐸!"#!  and 𝑇 𝐸!!  are the transmission 

of X-ray path (usually the air absorption) and detector efficiency when measuring characteristic 

fluorescence X-ray from the standard 𝐸!"#!  and sample 𝐸!!.  
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The relative coverage or composition of a sample can also be determined following the same 

method. The eq. 3.14 can be modified to:  

 
𝐶!
𝐶!

=
𝐴!
𝐴!

𝜎! 𝐸!
𝜎! 𝐸!

𝑇 𝐸!!

𝑇 𝐸!!
  . (3.15) 

3.4: X-ray Standing Waves 

Modern surface science has already been shrinking down the measurable scale to nm-scale. 

At this length scale, surface properties will dominate instead of bulk properties. Therefore, the 

understanding of surface structures will be of great importance for future theoretical 

interpretation, property optimization, and future applications of the materials. X-ray standing 

wave (XSW) is a surface sensitive technique, which can be used to investigate the structural 

information with Å-scale resolution.[58-60] The X-ray standing wave (XSW) is generated by the 

interference between  the incident and Bragg reflected X-rays This stationary X-ray wave field, 

as a source of excitation, will cause X-ray photoelectric effect and related processes, such as 

X-ray fluorescence (XRF), to have a cross-section proportional to the XSW intensities. Since 

these intensities of XSW are spatially modulated, the intensities of XRF signals will depend on 

whether the scattering atoms are located at the maximum or minimum of the XSW. Therefore, 

XRF of the atoms will contain the phase information of the XSW fields, and the analysis of 

fluorescence yields will provide two important parameters, coherent faction f and coherent 

position P of a specific element.[61-63]  

The method in this dissertation will be focusing on Bragg diffraction from a periodic layered 

synthetic microstructure (LSM) (Figure 3.6)[64-66]. Alternating amorphous or polycrystalline 

high-Z and low-Z materials are deposited on Si substrate by sputtering deposition method with a 
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periodic d-spacing ranging from 15-200 Å and 10-200 layer pairs. Since LSMs are synthetic and 

can be customized based on the experimental needs, it provides a large visibility to probe various 

elements within a larger distance from the silica surface.  

 

 

Figure 3.6: (a) A schematic picture of layer synthetic microstructures, and the generation of 

XSW above the silica surface; (b) The reflected and refracted E-field plane waves at two 

successive boundaries in a multilayer. 

The XSW period is 𝐷 = 2𝜋/Q, where Q = 4𝜋 𝑠𝑖𝑛 𝜃 /𝜆 is the scattering vector, 𝜆 is the 

X-ray wavelength, and 𝜃 is the incident angle. In addition to the XSW period decreasing as Q 

(or θ) is advanced, the XSW phase, 𝜐, also decreases by 𝜋 radians as the incident angle 𝜃 is 

scanned across the TER and Bragg reflection regions. This causes an inward shift (along the 

z-axis) of the XSW E-field intensity, which can be approximated with the 2-beam interference 

function[67] as: 
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𝐼 Q, z = 1+ 𝑅 + 2 𝑅 cos 𝜐 − Q z . (3.16) 

While the X-ray fluorescence (XRF) yield, from each XRF-selected elemental distribution 

profile, 𝜌 z , is  

𝑌 Q = 𝐼 Q, z  𝜌 z 𝑑z . (3.17) 

Eqs. (3.16) and (3.17) can be calculated by a modification[60] to Parratt’s recursion formulation 

(Figure 3.6b).[68] A more rigorous derivation, which we use for analyzing the data, takes into 

account refraction and absorption affects, is described elsewhere.[60]  
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Chapter 4 : Measuring Dipole Inversion in SAND Molecular Layer 

4.1: Introduction 

Thin-film transistors (TFTs) based on both organic (OTFTs) and inorganic metal oxide 

(MOTFTs) semiconductors are important candidates for the next-generation thin film electronics 

owing to their unique properties,[10, 17],[26] and make OTFT/MOTFTs ideal components for 

large-scale fabrication of several unconventional devices such as flexible displays [22, 69, 70], 

biocompatible circuits [71, 72] and chemical sensors [73]. However, despite these advantageous 

properties, there are some key limitations needed to be solved, such as the large operating 

voltage caused by the low capacitance of most common solution-processable organic dielectrics 

used for OTFT fabrication and high processing temperatures of those used for MOTFTs. [10, 31] 

(Chapter 2.3) 

The basic working principle has been introduced in Chapter 2.[16] Typical TFT-based 

display technologies operate at < 20 V, and for portable/wearable electronic devices as well as 

radio-frequency systems, much lower operating voltages are required. Hence, for a given 𝜇 

larger TFT currents can be achieved at low voltages if the gate dielectric capacitance (C) is 

sufficiently large. Since C is defined as 𝐶 = 𝑘𝜀! 𝑑 (eq. 2.4), the capacitance can be increased 

by either using relatively high-k materials (k > 10), by reducing d, or a combination of the two. 

Several high capacitance materials were developed for both OTFTs and MOTFTs, such as high-k 

polymers[74-76], high-k metal oxide dielectrics[24, 77, 78], and ultra-thin self-assembled 

monolayers[16, 79, 80]. Our group has developed a unique type of robust nano-scale dielectric 

SANDs. Please refer to Chapter 2.3 for more information. 
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4.2: PAE vs IPAE 

 

 

Figure 4.1:The synthesis route of IPAE molecule. This figure is from a submitted 

manuscript REF[81] 

The electrical behavior of SANDs has been studied in context of the chemical and structural 

aspects of their molecular/inorganic components.[6] The focus will be on the fundamental 

aspects of dielectric behavior that remain unexplored, namely the built-in polarity effects of the 

PAE molecule and details of important geometrical parameters. Our research will also serve to 

clarify findings from previous reports on how the dipolar character of a self-assembled 

monolayer (SAM) affects the OTFT device performance. [82-86] Typically, depositing a SAM 

on an oxide surface is known to decrease the leakage current and reduce interfacial traps between 

the channel layer and dielectric layer. [87, 88] In particular, a well-ordered SAM forms a dipolar 

layer that can alter and modify transistor parameters, particularly the threshold voltage (VT), and 

1) NaNO2, HBF4
2) EtOH, KOH

62%

neat BrCH2CH2OH
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induce a gate potential shift by 𝛥𝑉!  ~ 𝑁𝑃!/𝜀!𝑘, where N is the surface packing density, 𝑘 is 

the dielectric constant of the SAM, and 𝑃! is the molecular dipole along the molecular long 

axis.[83, 89] Therefore, controlling the magnitude and direction of 𝑃!in a fabricated device is an 

important design criteria for next-generation electronics.[89-91]  

To this end, we recently designed and synthesized a new molecule, IPAE, which is similar to 

PAE in structure but possesses an “inverted” bond connectivity (Figure 4.1).[81] Note, PAE and 

IPAE molecules both consist of a positively charged π-conjugated stilbazolium unit associated 

with a bromide (Br-) counteranion for neutrality. Replacing PAE with IPAE during the 

self-assembly step of dielectric fabrication yields an inverted SAND (I-SAND) multilayer 

structure with an inverted dipole moment caused by flipping the molecular building block’s 

regiochemistry. We recently found that the 4-layer ISAND exhibits a 40% higher k value for the 

organic layer (kIPAE ~ 13, whereas kPAE ~ 9) and a 10% increased areal capacitance (CI-SAND ~ 

503, whereas CSAND ~ 465 nF cm-2) in comparison to the typical 4-layer Zr-SAND. [81, 92] 

OTFTs fabricated based on inverted Zr-SAND (IZr-SAND) with p-type and n-type 

semiconductors also exhibit sizable shifted threshold (VT) and turn-on (Von) voltages compared to 

those based on conventional Zr-SAND.[81] These significant changes were rationalized by the 

built-in polarity changes created by switching the organic component from PAE in the SAND to 

IPAE in I-SAND. A deeper understanding on the origin of this “polarity switch” requires a 

molecular/atomic-scale characterization that can structurally differentiate between the PAE- and 

IPAE-based SANDs.  In particular, the behavior of the halogen counteranion associated with 

each of these two building blocks is of great importance because it allows us to identify the 

negative portion of each molecule, the molecular orientation and to understand the dipole 

inversion and self-assembly deposition process. This information is essential to correlate changes 
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in charge transport with dipole-semiconductor interactions, which will ultimately lead to a better 

design and engineering of future SAND-based devices. 

 

Figure 4.2: Capacitance measurements as a function of applied voltage (a) and frequency 

(b) for 4-layer Zr-SAND and IZr-SAND. Figure is adopted from REF[81]  

4.2: Sample Preparation 

To reduce the complexity in structure that would arise from a typical 4-layer structure, we 

designed a direct measurement to comprehensively analyze and compare the structure and 

halogen counteranion distribution in a single layer SAND and I-SAND. A trilayer SAND or 

I-SAND design containing a single PAE or IPAE layer sandwiched between a Zr oxide layer as 

the bottom prime layer and Hf oxide layer as the capping layer (as indicated in Figure 4.3) is 

utilized to facilitate structural analysis.  The SAND or I-SAND trilayer films (Figure 4.3) were 

grown on Si substrates for XRR analysis and on Si/Mo multilayer substrates for XSW analysis. 

Both substrates possessed a native SiOx surface layer. The sputtered multilayer substrate, which 

was designed to generate strong multilayer Bragg reflections, had 60 Si/Mo bilayers (period d = 

6.0 nm with Si: ~4.5 nm and Mo: ~1.5 nm) with Si as the topmost layer.[64-66] Additional 

details about the synthesis of the trilayer SAND/I-SAND and Si/Mo multilayer substrate are 

described in the supporting information (SI). Dielectric films were grown with the same 
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procedure on Si and Si/Mo so that the XRR-determined electron density profile could be directly 

compared to the XSW-determined Hf, Br and Zr atomic distribution profiles for the same film. 

XRF measurements of the Hf, Br and Zr coverages were made on Si/Mo substrate samples.  

 

Figure 4.3: Side-view depiction of multilayer thin film structure with a HfOx / PAE or IPAE 

/ ZrOx SAND trilayer deposited on the SiOx top-layer of a Si/Mo periodic multilayer. The grey 

arrow indicates the polarization direction. The Br- counteranion layer height difference is 

indicated by ∆𝐳. 

 

 

4.3: XSW Experiment at 33BMC 

All X-ray measurements were performed at the Advanced Photon Source (APS) station 

33BM-C, where a Si(111) monochromator was used to select an 18.5 keV incident X-ray beam 

energy, suitable for exciting Br K, Hf L and Zr K XRF, while avoiding the strong Mo K XRF 

from the multilayer. In the XSW measurements, XRF spectra were collected at each incident 

angle with a Vortex silicon drift detector (SSD). The reflected X-rays for the XRR and XSW 

Δz

PAE

HfOx

ZrOx

IPAE

Si

Si
Mo

Mo

SiOx

1 nm
1 nm

3 nm
1.5 nm

4.5 nm

1.5 nm



 70 

measurements was collected with a Pilatus 100K area detector. The intensity of reflected X-rays 

and background diffuse scatterings were recorded by setting region of interests (ROIs) on the 

area detector. The samples were kept in an inert, flowing He gas atmosphere throughout the 

experiment (Figure 4.4a). A typical XRF spectrum collected during XSW (at θ = 0.25° and Q = 

0.82 nm-1) measurement from the SAND on Si/Mo was shown in Figure 4.4b. 

 

Figure 4.4: (a) Schematic of LP-XSW measurement setup. (b) A representative XRF 

spectrum of SAND on Si/Mo multilayer collected at θ = 0.25°. The Hf Lα fluorescence peaks 

(blue), Br Kα fluorescence (red) and Zr Kα fluorescence (green) are highlighted. The gray line is 
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a XRF spectrum from a blank Si/Mo multilayer substrate at θ = 0.25° with the same 

experimental condition to ensure that the Hf, Br and Zr peaks were originating from the SAND 

film. 

4.4: XRR Results 

The X-ray reflectivity data of the SAND or I-SAND trilayers on Si substrates are presented 

in Figure 4.5. The derived electron density profiles[93] are used as the initial input for the XSW 

fitting model of each trilayer type on the Si/Mo multilayer substrates. This trilayer/Si/Mo XRR 

analysis used Parratt’s recursion formulation[68] with an in-house developed least-squares fitting 

MATLAB program.[60]  

 

Figure 4.5: X-ray reflectivity of trilayer SAND and I-SAND deposited on Si substrate. The 

black solid lines are the best-fit results. The SAND data and curve are vertically offset by x100 

for purposes of clarity. 

 

4.5: XRF Results 

The absolute areal atomic density of three heavy elements are calculated from XRF and 
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listed in Table 4.1, indicating the overall similarity between SAND and I-SAND. The areal 

electron densities of HfOx and ZrOx layer from both XRF and XRR measurements of 

SAND/ISAND on Si are in a good agreement. 

 

Table 4.1: The areal electron density of for Hf, Br and Zr. The first three columns are 

XRF-derived elemental coverages.  

a. Areal electron density calculated from XRF-derived elemental coverage. This is based on 

assuming the HfOx and ZrOx layers have the HfO2 and ZrO2 stoichiometry.  

b. Areal electron density calculated from XRR-derived electron density profile. This is done 

by multiplying the electron density to the thickness of the layer.  

 

An inert gas environment is recommended for synchrotron X-ray measurements of organic 

materials to avoid photochemically induced radiation damage. Without the inert environment, 

the beam damages are observed from measuring the Br fluorescence signals (Figure 4.6) from 

the same spot on the sample. While with the consistent flowing of He gas, the beam damages are 

minimized (Figure 4.7).  

 Hf (nm-2) Br (nm-2) Zr (nm-2) 
HfO2

a 

(e/Å2) 

ZrO2
a 

(e/Å2) 

HfO2
b 

(e/Å2) 

ZrO2
b 

(e/Å2) 

PAE 33.2 0.17 57.7 29.2 32.3 26.7 33.0 

IPAE 30.9 0.18 54.7 27.2 30.6 26.2 30.4 
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Figure 4.6: Radiation-induced Br desorption in air. The net area under the Br fluorescence 

signals from 4 consecutive coverage measurements on tri-layer SAND (HfOx/PAE/ZrOx) on Si 

substrate. For each measurement, the sample is illuminated by 0.05 mm (high) × 2 mm (wide), 

18.5 keV X-ray beam for 25 mins with an incident photon flux of ~1010 p/s at an incident angle 

of 0.6° corresponding to a surface intensity of 1.04×109 p/s/mm2. 
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Figure 4.7: Radiation-induced Br desorption in He environment. The net area under the Br 

fluorescence signals are plotted as a function of exposure time. Each data point corresponds to a 

12.25 mins exposure time, and the area is calculated by summing the first 10 points of each 

saveset for every 5 consecutive savesets of one XSW experiment. The sample is illuminated by 

0.05 mm (high) × 2 mm (wide), 18.5 keV X-ray beam with an incident photon flux of ~1010 p/s 

at an incident angle of 0.08° corresponding to a surface intensity of 1.4×108 p/s/mm2. 

4.6: XSW Results 

The Br- counteranion layer mean height 𝑧  and height difference 𝛥𝑧 in the SAND and 

I-SAND trilayer films were determined by X-ray standing wave (XSW) measurements (Figure 

3).[59, 60, 62, 63] 
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Figure 4.8: X-ray reflectivity data (open circles) and fits (solid black line) for the (a) HfOx / 

PAE / ZrOx and (b) HfOx / IPAE / ZrOx trilayers deposited on the SiOx top-layers of Si/Mo 

periodic multilayers. The insets show the respective top several layers of electron density profile 

determined from the XRR fits with z-axis origin chosen to be located at the SiOx/ZrOx interface.  

The XRR data for both SAND (red circles) and I-SAND (blue circles) on Si/Mo multilayers 

are presented in Figure 4.8. The reflectivity is plotted as a function of scattering vector 

magnitude Q and compared to a model fit. Intensities for the first three Bragg peaks (1st to 3rd 

orders) at Q = 1.17, 2.24 and 3.33 nm-1 are measured to accurately calculate the multilayer 
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period. The 1st order Bragg peak has a high reflected intensity of Rmax = 85%, indicating 

well-ordered periodic multilayers with sharp interfaces. The black solid lines are the best-fit 

results between Q = 0.4 and 3.5 nm-1. The deviation of data from the theory in the low-Q region 

(Q < 0.4 nm-1) is due to the beam footprint over-extending the length of the sample.  The insets 

in Figure 4.8 show XRR-determined electron density 𝜌! profiles for SAND and I-SANDs on 

Si/Mo multilayers, where z = 0 nm corresponds to the surface of SiOx layer. The profile region 

from z = 0 to 6 nm corresponds to the trilayer SAND or I-SAND, which are derived from XRR 

measurement of their counterparts on the Si substrates. The alternating low and high e-density 

regions below z = 0 match closely to the expected bulk values for SiO2, Si and Mo of 0.70, 0.71 

and 2.56 e/Å3, respectively. 

The XSW analysis is conducted in the Q-region for total external reflection (TER) (0th order 

Bragg peak) and the 1st order Bragg peak. The 2nd and 3rd order reflections are omitted because 

of their low reflectivity. These normalized fluorescence yields for the Hf Lα, Br Kα, and Zr Kα 

from both the SAND and I-SAND samples are plotted in Figure 4.9. Qualitatively, each 

elemental normalized yield exhibits a strong, characteristic XSW-stimulated modulation across 

the 1st order Bragg peak indicating distinct distributions for each atomic species with a width on 

the scale of half the standing wave period: π/Q1 ~ 2.73 nm.  Note that, from Eqs. 1 and 2, a 

completely random distribution would show a modulation that simply follows 1 + R(Q), where 

the reflectivity R(Q) can be seen in Figure 4.8. The distinctive asymmetric shapes observable in 

Figure 4.9 indicate that each of the atomic distribution profiles, as projected onto the z-axis from 

an ensemble-averaged 8-mm2 X-ray footprint, is confined to a well-defined nm-scale distribution 

within the dielectric film. While the Zr XSW modulations for both SAND and I-SAND are 
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qualitatively similar, the Hf and Br modulations differ substantially between the conventional 

and inverted structures.  

 

Figure 4.9: XSW induced normalized XRF yields of Hf (blue), Br (red) and Zr (green) 

(from the top to bottom) for both HfOx / PAE / ZrOx (left) and HfOx / IPAE / ZrOx (right) trilayer 

SAND/ISAND on Si/Mo multilayer substrates. These data were collected simultaneously with 

the reflectivity data shown in Figure 4.8.  

 

Quantitative analysis of the XSW data allows us to determine the atomic distributions 

𝜌!" z , 𝜌!"(z), and 𝜌!"(z) and create an elementally sensitive thin film profile. We model both 

𝜌!" and 𝜌!" as Gaussian distributions with two fitting parameters: mean positions 𝑧!  and 

widths 𝜎!. For the thicker ZrOx layer, 𝜌!" is modeled with a rectangular function convoluted 

with a Gaussian, with free parameters for the thickness 𝑡!" and the interfacial width 𝜎!". Each 

distribution also includes an extended uniform distribution 𝜌!!(𝑧) to account for the atoms that 
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are not contained within the modeled distributions. The range is set from z = 0 to 10 nm to 

account for a minority-disordered fraction of atoms that are randomly distributed within the film. 

The final model distribution is therefore 𝜌 𝑧 = C𝜌! 𝑧 + (1− C)𝜌!! 𝑧 , where C is the 

ordered fraction and 𝜌! z  is the distribution profile for M = Hf, Br, or Zr. From the above 

model for each element and the calculated E-field intensities, 𝐼(𝑄, 𝑧), the best-fit results of 

normalized fluorescence yields are generated and plotted in Figure 4.9 with solid black lines. The 

TER region has a continually decreasing XSW period from infinity to 2𝜋/Qc ~ 14 nm, which 

helps constrain the dimensions of the thick ZrOx primer layer.[63] As for the other two elemental 

distributions, the first Bragg peak is the primary sensitive fitting range.  

 

Table 4.2: Model parameters obtained from fitting the XSW results in Figure 4.9. 

 

The XSW model fit determined atomic distributions with z= 0 at the SiOx/ZrOx interface are 

shown in Figure 4.10a. The three elements show up in the expected sequence within each 

trilayer. The vertical green dash line marks the top surface of ZrOx layer, and the red and blue 

dash lines mark the peak positions for the Br and Hf atomic distributions for both the SAND and 

I-SAND cases. The Hf and Zr results yield reasonable fits indicating the accuracy of this XSW 

measurement. The best-fit results are summarized in Table 4.2. when replacing PAE with IPAE 

in the trilayer SANDs, the Br peak position shifts outward by 0.2 nm from the top ZrOx surface 

 t!" (nm) σ!" (nm) z!" (nm) σ!" (nm) z!" (nm) σ!" (nm) 

PAE 3.20 0.40 4.26 0.62 5.34 0.62 

IPAE 3.65 0.59 4.66 1.35 5.27 1.16 
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and also the Br peak moves 0.5 nm closer to the HfOx peak. A slightly wider elemental 

distribution of I-SAND compared to SAND is observed. This may be partially due to the 

extracted elemental distributions are averaged across the mm2 area that is illuminated by incident 

X-ray beam. The geometry effects and inhomogeneity across the film from solution-processing 

method can affect nm-scale measurement. However, the peak position remains valid since it 

shows the most probable location.   

4.7: DFT Simulation 

Density functional theory (DFT) computations were employed to find the most probable 

structures of  PAE and IPAE by minimizing the total energy E of each molecule[94, 95]. Since 

Br- position is subjected to the molecular orientation and tilting, a Boltzmann probability 

distribution P! = 𝑒 !
!!!!"#
!!!  is defined to evaluate the chances of other molecular 

configurations, where E!"# is the total energy of the optimized structure, 𝑘!is the Boltzmann 

constant and 𝑇 is set at 300 K. The degree of molecular tilting is characterized by 𝑧!!, which is 

defined as the distance between the +1 quaternized nitrogen in the pyridine group and the bottom 

plane formed by the three oxygen atoms of PAE or IPAE molecule shown in Figure 4.10c and 

4.10d.  By manually tilting the molecule with different 𝑧!! values, the Boltzmann probability 

P! = 𝑒
!
! !!! !!!"#

!!!  is calculated from the total energy E 𝑧!!  variation. The probability 

distribution is analyzed by fitting to a Gaussian function to extract the full width at half 

maximum (FWHM). Additional computational details are referred to SI. Since Br- is expected to 

locate near to the quaternized nitrogen, the probability distributions are also used to compare the 

Br- distributions in PAE and IPAE.  
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4.8: Discussion  

 

Figure 4.10: (a) The XSW-determined elemental distribution profiles for Zr (green line), Br 

(red line) and Hf (blue line) for both HfOx / PAE / ZrOx (upper) and HfOx /IPAE / ZrOx (down) 

trilayer SAND on Si/Mo multilayer substrates. (b) The DFT-calculated Boltzmann probability 

distribution PB of for PAE (red circle) and IPAE (blue circle). Their Gaussian-fit results are 

plotted with purple dash line (PAE) and solid line (IPAE). The DFT-optimized molecular 

structures of PAE (c) and IPAE (d). The height of quaternized nitrogen (N+) 𝐳𝐍! is defined by 
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the purple arrow. Green dash lines represent the planes formed by the three oxygens at each 

phosphoric acid end. Net charges from Mulliken analysis are labeled for each moiety selected 

with grey solid lines. The bottom unselected parts of PAE and IPAE have net charges close to 0. 

 

Complementary DFT simulations explore the molecular configurations of PAE and IPAE, 

and provide additional insights to the measured elemental distribution profiles. The optimized 

structures are shown in Figure 4.10c and 4.10d. Assuming the ZrOx top surface is terminated 

with the plane formed by three oxygens of the phosphoric ends (green dash lines in Figure 4.10c 

and 4.10d)), the long molecular axes of both molecules are significantly tilted versus the surface 

normal direction (𝑛). The simulations predict the two molecular heights on the oxide surface are 

~1.39 nm for PAE and ~1.25 nm for IPAE. This result agrees well with the XRR measurements 

with the organic layer thickness being 1.15 nm for PAE and 1.0 nm for IPAE. The smaller height 

of IPAE vs PAE is also in consistent with XSW measurement: shorter distance, 1.37 (= 0.61 + 

0.76) nm, between the peak position of 𝜌!" to the ZrOx surface in IPAE, compared to 1.64 (= 

0.56 + 1.08) nm in PAE. DFT also predicts the optimum position of Br- in IPAE is higher than 

that in PAE (0.92 nm vs. 0.76 nm), and closer to the bottom of the capping HfOx layer (0.33 vs 

0.66 nm). This is in accord with the XSW-derived Br peak positions, and the relative distances to 

the oxide layers shown in Figure 10a.  

The Br elemental distribution in the IPAE molecule has a wider width than that in PAE 

(Table 4.2). Possible contributions may refer to the DFT-computed probability distribution PB 

and Mulliken charge analysis. The Br- is considered to locate next to the quaternized nitrogen 

(N+) atom of the pyridinium ring for PAE or IPAE shown in Figure 4.3 or Figure 4.10c and 
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4.10d). Therefore, the distribution of Br- is influenced by the long molecular axe tilting from 

normal direction. This effect is expected to be more profound in the IPAE molecule since its 

pyridine group and Br- are at the upper end of the molecule.  For IPAE molecule, the part 

highlighted by blue circle in Figure 4.10d, consists of one nitrogen atom and one carbon atom. 

The sp3-hybridized bonds of these two adjacent atoms allow the freedom of rotation, which leads 

to the variation of N+ height 𝑧!!and subsequently the Br- position. PB, shown in Figure 4.10b 

indicates the motion of N+ has ~0.66 nm vertical height distribution. Similarly, the 𝑧!! 

distribution for PAE molecule yields a much narrower width (~ 0.02 nm). This is due to the 

relatively rigid sp3 bond angle of the carbon atom, highlighted in the black circle (Figure 4.10c). 

Hence, an additional ~0.65 nm difference leads Br- to have a broader distribution in IPAE than in 

PAE.   

Another reason why Br- has a broader distribution within I-SAND may be elucidated by the 

Mulliken charge analysis presented in Figure 4.10c and 4.10d, which probes the majority 

positive charges of the cations of both molecules. Indicated by the net charge distribution, the 

cation in PAE has a more localized positive charge compared to that in IPAE. Therefore, Br- 

counteranion attached to PAE distributes more locally around the N+ due to the strong electrical 

attraction force, and a narrower Br distribution should be observed. Hence, the DFT simulation 

results are in a reasonable agreement with XSW experiment regarding the molecular 

configuration and heavy anion distributions. 

 The diploe moments of PAE and IPAE are also computed from the Mulliken charge 

analysis. The projected magnitude along the surface normal direction 𝑃! are 3.04 and -0.70 D 

for the optimized PAE and IPAE structures, respectively. The negative sign indicates the 
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inversion of dipole direction as shown by the arrows in Figure 4.10c and 4.10d. Experimental 

results show that when replacing PAE with IPAE molecular layer in SAND-based device, an 

additional negative shift in threshold voltage 𝛥𝑉! was observed.[81] This is in consistent with 

the following relationship, 𝛥𝑉!  ~ 𝑁𝑃!/𝜀!𝑘. Hence, through this study, the designs and control 

of the dipole inversion, characterized by XSW measurements and DFT simulations, and 

demonstrated with OTFTs device performances, provide more flexibility in operating more 

complex circuits. 

4.9: Summary of Dipole Inversion Determined by X-ray Measurements 

A direct comparison of counteranion distributions within two self-assembled 

nano-dielectrics (SANDs) has been characterized and systematically studied by X-ray technique 

(XRR, XRF, and XSW) and complementary DFT simulation. The two SANDs share the same 

trilayer structures: a self-assembled high-k molecular layer of inverting dipole, and each 

sandwiched between a capping HfOx layer and a bottom ZrOx layer. The organic layer spacing 

from X-ray measurement is in a good agreement with DFT-optimized molecular height, 

indicating both molecules are tilted with respect the surface normal direction. The Br- 

counteranions of PAE molecules were found to locate closer to the bottom ZrOx layer and have a 

narrower distribution compared to that in IPAE. This result is in a good agreement with DFT 

simulations of the degree of molecular tilting, and with the results of Mulliken charge analysis. 

The experimental and computational results revealed how PAE and IPAE self-assemble and 

orient within SAND and I-SAND, and correlated the dipole inversion to the controlled voltage 

shifts when using IPAE as a polarizable layer in devices. 
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4.10: In situ XSW Measurement of SAND under an Externally Applied Electric Field 

 The study of Br- displacement under an applied E-field would help us better correlate the 

dipole moment of the high-k molecular layer to SAND-based devices, and explain why SAND 

has such a high capacitance and its overall performance. The successful measurement of the 

dipole inversion within SAND and I-SAND (as discussed in Section 4.8) demonstrates the 

potentials to quantify the Br- displacement induced by applying an external electrical field by 

using XSW technique.  

The in situ experiment adopts the tri-layer SAND structure, and the bottom Si/Mo synthetic 

multilayer structure for the generation of XSW. The multilayers are sputter-deposited onto a 

conductive Si substrate. A highly conductive single-layer graphene is transferred onto the 

tri-layer SAND as the top electrode. X-ray-transparent graphene should be an ideal electrode for 

this experiment. A schematic drawing and photographic image of the experimental sample 

structure are shown in Figure 4.11 and Figure 4.12, respectively.  
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Figure 4.11: Schematic design for the in situ XSW measurement of HfOx/PAE/ZrOx using 

graphene as the top contact. The voltage is applied across the top graphene electrode and the 

bottom highly conductive Si substrate. 

 

 

Figure 4.12: Photographic images of the sample (left) and the amounting stage (right) for in 

situ XSW experiment at sector 33BMC at APS. In addition to Figure 4.11 (left), a sputtered SiO2 

layer (100 nm) is deposited on the trilayer SAND before transferring the graphene, to prevent the 

device from shorting. The Au electrode (50 nm) is thermally evaporated onto the selective area 

of the top graphene layer to ensure a good electrical contact with the extended Cu wire.  

 

The X-ray reflectivity is firstly employed to exam the structure of tri-layer SAND with top 

graphene layer (Figure 4.13). From the XRR results, the thickness of the graphene layer is about 

2 nm. The bottom ZrOx layer remains unchanged while the HfOx has a slightly increased electron 

density and reduced thickness. This is due to the post-annealing treatment during the graphene 

deposition process. 
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Figure 4.13: (a) X-ray reflectivity data of graphene-coated tri-layer SAND and pure SAND 

deposited on the Si substrates (blue circles). From the comparison between the two 

corresponding electron density profiles (b), the thickness of graphene layer is about 2 nm.  

 

(a) (b)

Graphene 
layer
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Figure 4.14: The in situ XSW experiment setup at sector 33BMC at APS. A potential stat is 

used to apply and hold the external voltage. Sample is kept in He environment during the entire 

measurement.  

Fluorescence	
Detector

He environment

Potential	Stat	to	apply	constant	voltage.	(-1	V	to	1	V)	
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Figure 4.15: A photographic sample image. The differences compared to the design in 

Figure 4.12 are 30 nm thermally evaporated Al instead of graphene as the top contact and thin 

Kapton tapes replacing the sputter-deposited SiO2 layer.  

 

The in situ X-ray standing wave experimental setup is shown in Figure 4.14, which is very 

similar to the pervious XSW setup (Figure 4.4a). The preliminary results are shown in Figure 

4.16. As marked by the red dash lines, the relative distances between the peak positions of the 

fluorescence yield and reflectivity data don’t show significant changes after applying a 1 V 

external voltage.   
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Figure 4.16: The preliminary results of Br fluorescence and the reflectivity data. No 

significant changes are observed after 1V is applied to our sample.  

 

The simultaneously recorded current vs time curves (I-t) are listed in Figure 4.17 for four 

different external voltages. The low current flowing through the sample at 1 V or -1 V (Figure 

4.17(a) and (b)) indicates a good insulting property. The current level (~10-5 A) is also 

sufficiently higher than the open-circuit current (~10-9 A), which indicates a good electrical 

contact. When the applied voltage is equal or higher than 2 V, the SANDs break down to 

generate a much higher current (~103 A). Therefore, 1 V or -1V is recommended for the in situ 

XSW measurement.  

0 V 1	V

Reflectivity

1st order	
Bragg	Peak

Br	
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Figure 4.17: The I-t curves for sample under (a) 0 V (open circuit), (b) 1 V, (c) -1 V and (d) 

2 V. At both 1 and -1 V, the current flows through the sample is at a very low level (~10-5 A), 

while at 2 V, after ~13 mins, the sample breaks down, which results in a much higher current 

(~10-3 A).  

 

Discussions and Suggestions: 

From the in situ XSW measurements, no significant changes are observed for the Br 

fluorescence signals at different applied voltages. Possible reasons and suggestions are listed as 

follows: 

1. The applied voltage is not high enough. From the results of electrical measurement, the 

tri-layer SAND cannot stand voltage ≥ 2V for longer than 13 mins. This is not sufficient for 

building up statistics in XSW experiment. One way to increase the robustness of SANDs is to 

use the high-quality oxide films synthesized by ALD or PLD, instead of the solution-processed 

films. The physical vapor deposited oxide layers should have a better insulating property, which 

(a) (b)

(c) (d)
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has been discussed in section 2.4.3.   

The other alternative is to increase the Br- coverage so a good signal-to-noise ratio can be 

achieved before the device breaks down. More detailed discussion related to Br- coverage is in 

the following section 4.11.1. Also, switching Br- by a lower Z halogen, such as Cl-, probably can 

increase the coverage of halogen in SAND due to a stronger electrical bonding.   

2. A theoretical estimation is needed regarding whether Br- will move or how much Br- will 

move. From the DFT simulation results, it is possible that the displacement of Br- is very small 

as shown in Figure 4.18. Assuming there is an electrical field with direction indicated by the 

black arrow, the negative charged Br- along with the tilted long upper part of PAE molecule 

(positive-charged cation) will rotate so Br- will reach a possible stable position (gray dash circle). 

However, in this case, the Br- displacement is very limited, and likely to be smeared out by its 

thermal motion. Note that this rotation will result in a flipping of the dipole since the Br- 

probably moves from below the cation to above. 

In the TFT, the E-field (Figure 2.1) has an opposite direction compared to the one shown in 

Figure 4.18. In that case, the Br- should move downwards. However, due to the strong electrical 

attraction between Br- and cation, this is less likely to happen (Figure 4.10c).    



 92 

 

Figure 4.18: A schematic to show a possible Br motion under E-field. 

Compared to PAE, using IPAE molecule for in situ XSW experiment may have a better 

chance to observe the Br- displacement since Br- is less localized (Figure 4.10d) and the freedom 

to rotation of the upper part may provide additional motion to Br-.  

 

4.11: Outlook and the Design criteria for High-k Molecular Layer 

4.11.1: Molecular coverage derived from X-ray reflectivity 

The molecular coverage and footprint of PAE molecule can be calculated from the 

XRR-determined electron density of the organic layer in SAND. Figures 4.19 and 4.20 show the 

XRR data and the corresponding e-density profile of the uncapped Hf-SAND film on Si 

substrate. To eliminate the effects from the spin-coated capping layer, the film consists of only 

two layers: the self-assembled PAE layer and the bottom prime HfOx layer.   

E
!"
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Figure 4.19: X-ray reflectivity data of PAE/HfOx deposited on Si substrate.  

 

Figure 4.20: XRR-derived electron density profile of PAE/HfOx deposited on Si substrate.  

 

From the fitting result, the thickness of PAE layer is 1.06 nm and the electron density is 0.51 

(e/Å3). The coverage for PAE molecule Γ, chemical formula (C22N4O5PH26Br), can be calculated 
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as: 

Γ = !.!"×!".!
(!×!!!!×!!!×!!!"!!"!!")

= 1.96 (/nm!) , 

which corresponds to a 0.5 nm2 footprint.  

This result deviates from the previous XRF-determined Br coverage. Assuming one Br is 

associated with a PAE molecule, the molecular coverage should be the same as the Br coverage, 

which is 0.2 /nm2. So, there are about 10 times difference in the results derived from these two 

approaches. A possible explanation is: during the self-assembled process, when the phosphoric 

end of PAE bonds to the hydroxyl group on the ZrOx surface, a proton (H+) is generated and 

takes away the Br- from PAE by forming the gas-phase HBr. Therefore, it would necessary to 

use other methods to determine and confirm the molecular coverage, such as cyclic voltammetry 

(CV)[86, 96], and to improve our understandings to the self-assembly process of PAE molecule.  

4.11.2: Limitations of DFT-Optimized Molecular Structures 

The DFT-optimized structures of both PAE and IPAE molecules are obtained by assuming 

little intermolecular interactions. This is achieved by setting the simulation box of each molecule 

to be sufficiently large (30×30×30 Å3). So, even though a 3D periodic boundary condition is 

used, the simulated system is treated as a dilute case. The reason why we end up using this 

approach instead of including the more realistic intermolecular interactions lies on the limitations 

of DFT theory. It is known as the “self-interaction error”. The DFT tends to delocalize the 

electron density and has challenges when dealing with the ionic molecules, such as PAE. 

Applying DFT simulation directly to the PAE molecule sometimes leads to the nonphysical 

simulation results, such as a covalent bond is formed between Br and the N in the pyridine 

group, or the Br is positively charged. The electronic structure of Br (35 electrons) is also quite 
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complicated for the DFT simulations.  

Hence, to address this problem, we first optimize only the cation structure without Br- and 

the neighboring interactions. To balance the positively charged cation, a neutralizing negative 

charge background with uniformly distribution in the simulation box is introduced. This first part 

including the Boltzmann distribution (section 4.7) is calculated by using VASP simulation 

package. The later Mulliken charge analysis (section 4.7) is done by using the NWChem 

software.  

Even though this approach focuses on the case of an isolated molecular structure, it is 

interesting to note that the DFT-calculated molecular heights, which do not include the 

neighboring molecular interactions, agree with the XRR-determined thickness of the organic 

layer thickness (section 4.8). And the study of single molecule case will certainly provide 

insights to the understanding of the molecular configuration, and anion motions. 

More effective simulation approach is still under development, such as varying the size and 

shape of the simulation box. Eventually, we would like to better correlate the electrical properties 

and structural characterization of SAM to the DFT-predicted information.  

4.11.3: Future Design Criteria for High-k Molecular Layer 

The future design criteria for the high-k molecular layer are: high dipole moment along the 

normal direction or the applied field direction, high/dense molecular packing coverage, and 

defect-free ultrathin layer.  

Many molecules, such as PAE and IPAE can have very high dipole moments. However, the 

effective dipole moments, which is along the surface normal direction, are much less 

pronounced. Therefore, synthesizing a molecule with a large dipole moment while managing to 

stand up and align with the neighboring ones would be the most important criteria. A 
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highly-packed SAM layer can be more effective compared to that made of randomly orientated 

molecules, which also leads to the formation of the high-quality thin layer.  
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Chapter 5 : Amorphous to Crystalline Transition of In2O3 Films  

5.1: Introduction 

Transparent conducting oxides (TCO) and transparent oxide semiconductors (TOS) are 

candidate component materials for the next-generation of thin film transistors (TFTs) due to their 

excellent optical transparency, electrical mobility, and mechanical flexibility.[2, 30, 97, 98] 

Recently, a preference for amorphous TCO and TOS (a-TCO/TOS) over their crystalline 

counterparts has emerged due to the following advantages.[11, 29, 99] Because of the lack of 

grain boundaries, a-TCO and a-TOS thin films possess higher film uniformity, smoother 

surfaces, and enhanced mechanical flexibility. The lower deposition temperatures (Td < 250 °C) 

for a-TCO/TOS enables fabrication on flexible substrates, such as plastics.[100-102] Another 

advantage is the ability to maintain a relatively high mobility (≥10 cm2V-1s-1) while the structure 

is amorphous. Note that this is the opposite effect seen for the case of amorphous silicon 

(a-Si:H), where the mobility is ~2 orders of magnitude lower than crystalline Si. The mobility of 

a-TCO/TOS is relatively insensitive to the structural disordering because the large 

non-directional ns orbitals (n ≥ 4) of transition metal ions provide dispersive electron conduction 

paths.[26] Therefore, a-TCO/TOS present a great potential and are attracting much attentions for 

applications in TFT fabrication.  

Typically, a-TCO/TOS are In2O3 based amorphous metal oxides (AMOs) with the 

introduction of metal ion dopants such as (Zn, Sn, Ga, Y, La, etc.)[10, 32, 103], or organic 

species[104, 105]. Amorphous indium-gallium-zinc oxide (a-IGZO) is one of the most widely 

used AMOs with its industrial applications as a semiconductor layer in TFTs.[26, 31, 106] Much 

research has been conducted to synthesize AMOs with various methods, such as sputtering, 
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pulsed layer deposition (PLD) and solution-processing[10]; to tune and optimize the electrical 

properties from either growth conditions or post-growth-treatments[107]; to study the 

structural-property relations theoretically and experimentally[7, 108-110]. In contrast, there are 

much fewer reported studies into the thermal properties of AMOs.[48, 111-115] Temperature is a 

critical parameter in thin-film processing that allows for the fine-tuning of structure and 

properties. For example, when lowering substrate deposition temperature (Td < 0 °C), various 

techniques such as DC magnetron sputtering and PLD can grow a-TCO/TOS.[33, 34] Therefore, 

an improved understanding of a-TCO/TOS when subjected to thermal treatments, would be of 

great importance in terms of the cost, processing and applications of these materials.  

To exclude the effects and ambiguity brought by dopants, this paper will concentrate on pure 

In2O3 since it is the key matrix material for a-TCO/TOS. In our prior research, a series of 

PLD-synthesized In2O3 thin films were made with substrate temperature Td varying from -100 to 

600 °C; as Td increased the degree of crystallinity increased in these as-deposited films.[33] Our 

earlier detailed ab initio molecular dynamics simulation and X-ray absorption fine structure 

(XAFS) study of the as-deposited In2O3 films also indicated structural difference in the 

amorphous phase, such as local nanocrystalline inclusions (~3 nm), and InOx polyhedral 

preferences and distributions.[34] These differences buried in the amorphous material could 

potentially alter the energy barriers for initializing crystallization and affect the overall 

crystallization kinetics. Herein, we designed and conducted a thermal stability study to compare 

the crystallization process for PLD grown amorphous In2O3 films deposited at different values of 

Td. 



 99 

5.2: Sample Preparation 

In2O3 films with 300 nm thicknesses were grown on 10 x 10 x 0.4 mm3 Si substrates by 

pulsed laser deposition (PLD) method (descripted in Chapter 2.4.3). A 248 nm KrF excimer laser 

with 25 ns pulse duration and operated at 2 Hz and a dense hot-pressed In2O3 target (25 mm 

diameter) were used for the PLD process. The 200 mJ/pulse beam was focused onto a 1 mm × 3 

mm spot size. The target was rotated at 5 rpm about its axis to prevent localized heating. The 

target-substrate separation was fixed at 10 cm. The films were grown on silicon substrates in an 

O2 ambient of 8 mTorr. The substrates were attached to the substrate holder with silver paint. 

Three sets of films were grown under three deposition temperature (Td): -50 °C, -25 °C, and 0 °C 

controlled by using liquid nitrogen.[34]  

5.3: In situ GIWAXS Experiment at 5BMC 

In situ GIWAXS was employed to study the isothermal crystallization process of In2O3 films 

deposited at different Td. The experiment (Figure 3.1) was performed at sector 5BMC of 

DuPont-Northwestern-Dow Collaboration Assess Team (DND-CAT) at Advanced Photon 

Source (APS). A monochromic 20.00 keV X-ray beam with 20 µm by 400 µm incidence beam 

size and ~107 photons/s flux was used. The incidence angle was fixed at 𝛼 = 0.17° (𝛼! = 0.14° 

for In2O3 of electron density 𝜌 = 1.6 e/Å3) with ~200 nm penetration depth to ensure that only 

the film would be probed by the incident X-ray beam. The samples were annealed under vacuum 

condition (~ 2×10-4 mBar) controlled in a mini-chamber with a beryllium-dome, mounted on the 

diffractometer, with a pyrolytic boron nitride-coated pyrolytic graphite (PBN/PG) heating stage. 

The sample temperature was monitored with a thermal couple in contact with the film surface. 

For a set of In2O3 films deposited at the same Td, each was annealed isothermally at a fixed 
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annealing temperatures TA. For example, the three films deposited at Td = -25°C were annealed at 

180°C, 190°C, and 200°C, respectively. In total, nine crystallization transitions were measured 

and studied to estimate the effects of initial growth conditions and summarized in Table 1. A 

Mar165CCD (2048 by 2048 pixels; pixel size 79 µm) area detector was placed ~180 mm away 

from the sample to collect a 100 s exposure-time GIWAXS diffraction pattern in 120 s time 

intervals. The 2D area detector was calibrated by XRD from a lanthanum hexaboride (LaB6) 

standard powder sample. An X-ray shutter-closed, dark image was recorded for background 

subtraction.  

5.4: Images Reduction and Crystallinity calculation 

The Nika package was used for 2D image data reduction.[116] The beam center position, 

sample to detector distance 𝐿, and detector tilting angles were refined from the calibration of 

LaB6 standard. These refined parameters were then input to convert experimental 2D images into 

q space (𝑞 = 4𝜋sinθ/λ is the momentum transfer). A 1D profile (I(q) vs. q) was generated by 

circularly averaging the diffraction rings on the 2D images, which is later used for the degree of 

crystallinity calculation. Equation (3.7) underestimates the crystalline fraction because Ic(q) does 

not include diffuse scattering due to thermal induced atomic vibrations and lattice imperfection. 

Hence, a Therefore, a lattice imperfection factor D was proposed to compensate this effect and 

approximated by a Gaussian function: 

 𝐷 = 𝑒!!!! ,  (5.1) 

in which k is a coefficient evaluating the disorder of sample. Therefore, the degree of 

crystallinity can be redefined as:  
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 𝜒! =
𝑞!𝐼!(𝑞)𝑑𝑞

!
!

𝑞!𝐼(𝑞)𝑑𝑞!
!

𝑞!𝑓!𝑑𝑞!
!

𝑞!𝑓!𝐷𝑑𝑞!
!

, (5.2) 

in which 𝑓! = 𝑁!𝑓!! 𝑁!  is the mean-square atomic scattering factor, and the 𝑓!  is the 

atomic scattering factor of type i atom with  𝑁! number in the stoichiometric formula.[117, 

118] Since the degree of crystallinity χc should be independent of q range (q0 ~qf) used for 

calculation in eq. S3, by tuning the value of k and the range of q, the accurate degree of 

crystallinity χc for each set of Td  and TA will be extracted.  In all the cases, we chose q0 =1 Å-1 

as the start calculation range and varied the end range qf  ≤ 4 Å-1 to assess the k parameter in 

Eq.(S1).  

 𝜒! =
𝑞!𝐼!(𝑞)𝑑𝑞

!!
!!

𝑞!𝐼(𝑞)𝑑𝑞!!
!!

𝑞!𝑓!𝑑𝑞!!
!!

𝑞!𝑓!𝐷𝑑𝑞!!
!!

= constant (5.3) 

 

The thermally induced structural evolvement was monitored by GIWAXS. Indium oxide has 

bixbyite structure (space group Ia3, ICSD #169420, Figure 2.6 ) with a = 10.117 Å. A simulated 

1D diffraciton pattern is included in Figure 5.1 (lower). A time-sequence of 1D diffraction 

patterns from an In2O3 film that was deposited at Td = -25°C and held at TA = 180°C is presented 

in Figure 5.2. For the first ~2 h the patterns exhibit two broad amorphous scattering peaks, after 

which In2O3 diffraction peaks grow in time with the reduction of the amorphous peaks. After ~12 

h the amorphous to crystalline transitions approaches completion and sharp diffraction peaks 

indicate the formation of large crystalline domains. Using the Ruland’s methods (Eq. 5.3), the 

degree of crystallinity χc(t) as a function of annealing time t is extracted from the data Figure 

5.3a. This crystallization process curve demonstrates the typical “S” shape with three regions: 
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the beginning region is related to a long incubation time for initial nuclei to precipitate and 

overcome the activation energy; followed by a middle region with a steep slope where fast 

crystallization and crystallites growth occur; and finally, as the crystalline grains expand and 

meet at the grain boundaries, the film slowly approaches full crystallinity. Similar analysis was 

carried out to generate crystallization curves for each Td, TA combination.  

 
Figure 5.1: GIXRD of In2O3 thin film deposited at Td= 400 °C. Rigaku ATX-G 1D pattern collected 

at fixed incident angle of α = 0.5° and variable out of plane exit angle β (upper). And the simulated 

powder X-ray diffraction pattern of In2O3 from CrystalMaker (ICSD #:169420) software (lower). 
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Figure 5.2: Time-sequence of 1D X-ray diffraction patterns from In2O3 film (Td = -25°C, TA 

= 180°C). The 0 to 2 h patterns (not shown) are essentially identical to the data at 2 h. 

Before introducing a quantitative model-dependent simulation to interpret the evolvement of 

the degree of crystallinity, a simple approximation of the crystallization time τC is computed by 

the time difference between the film reaching 10% and 90% crystallinity as shown in Figure 

5.3a. The extracted crystallization times for all nine samples are plotted in Figure 5.3b. For films 

deposited at the same Td, lowering the annealing temperature TA requires a longer annealing time 

τC. Lower TA leads to a lower grain growth rate and nuclei formation rate, which results in a 

longer annealing time. Another way to interpret Figure 5.3b is to estimate the required annealing 

temperature if all films crystalize within the same time. For example, if three films deposited at 

Td = 0, -25, and -50°C are expected to have the same τC ~ 4 h, the annealing temperature TA 

would be ~ 135°C, 180°C and ~ 220°C, respectively. There is ~40°C increase in TA as Td 

decreases by 25°C. Therefore, even though as-deposited films are amorphous, there are intrinsic 

structural differences resulted from the disposition temperature Td, which affect the subsequent 

crystallization.  

(222)

(112)

(004)

(233)

(134)(044)
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Figure 5.3:  (a) Based on Eq. 5.3, experimentally determined degree of crystallinity (𝝌𝒄) as 

function annealing time. This example is for the film deposited at Td = -25°C and held at TA = 

180°C. All nine crystallization curves are shown in Figure 5.6.  Crystallization time τC is 

defined as the time interval between 𝝌𝒄 = 𝟎.𝟏 and 𝝌𝒄 = 𝟎.𝟗. (b) Crystallization time as a 

function of annealing temperature TA for the three films deposited at each Td (0, -25, and -50°C). 

 

 

5.5: Domain Size Calculation 

The domain size Dhkl in certain (hkl) directions at the final crystalline phase (χ! →1) is 

determined by applying Scherrer formula to the peak width Δq  (𝐷!!" = 1.8π/Δq ).[53] 

However, the observed width is typically broadened due to the instrumental effects. In our case, 

the use of very small incident angle (α!) will result in a large footprint on the sample, and cause a 

geometrical smearing ∆q!"#on the area detector, as illustrated in Figure 5.4(b). Therefore, 

∆q!"#  needs to be considered and subtracted from ∆q!"#  to derive the sample-specific 

diffraction width ∆q!"#:  
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 ∆q!"# = ∆q!"#⨂∆q!"# . (5.4) 

∆q!"# is calculated at the exit angle 2θ:  

 ∆q!"# =
4π
λ cos

2θ
2

w tan 2θ
2L , (5.5) 

in which λ is the wavelength of X-ray, w is the incident beam footprint on the sample 

(w ∝ 1 sin𝛼!) and L is the sample to detector distance. Our approach is: when increasing the 

incident angle α, ∆q!"# is suppressed since the footprint w is reduced. So, assuming ∆q!"# 

remains constant for polycrystalline sample despite of the choice of  𝛼 , ∆q!"#  can be 

de-convoluted from the experimental result, and extrapolated by increasing incident angle 𝛼 (= 

2°, 3°, 4°, 5° and 6°).  

A pseudo-Voigt function is generally used to extract the diffraction width ∆q!"#. The extracted 

width satisfies the following general relation with its Gaussian ∆q!"#,! and Lorentzian ∆q!"#,! 

components: 

∆q!"#! = ∆q!"#,! ∙ ∆q!"# + ∆q!"#,!!. (5.6) 

Since the de-convolution rule of either Gaussian or Lorentzian component is known, the 

diffraction width related to the crystalline domain size (∆q!"#) in the film can be determined by 

subtracting geometric effect ∆q!"# from each component:  

∆q!"#,! = ∆q!"#,! − ∆q!"#,! (5.7) 

∆q!"#,! = ∆q!"#,!! − ∆q!"#,!!, 
(5.8) 

As pointed out in the reference[119, 120], ∆q!"# typically has a Gaussian distribution so its 

Lorentzian component is assumed to be 0. Eq. 5.7 becomes:  
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∆q!"#,! = ∆q!"#,! (5.9) 

Once the Gaussian ∆q!"#,! and Lorentzian ∆q!"#,!components are derived, the general relation 

(Eq. 5.6) also applies to ∆q!"#:  

∆q!"#! = ∆q!"#,! ∙ ∆q!"# + ∆q!"#,!! (5.10) 

 

∆q!"# =
∆q!"#,! + ∆q!"#,!! + 4∆q!"#,!!

2  . 
 (5.11) 

 

 

 

Figure 5.4: Schematics of the geometric broadening effect with 2D detector under grazing 

incident condition. This effect, as indicated with the width ∆𝐪𝐠𝐞𝐨 from (b) to (a), can be reduced 

by increasing the incident angle (α). 
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The domain sizes, Dhkl, of the after-annealed crystalline films are extracted from the (222) 

and (004) diffraction peak widths and presented in Table 5.1. For films deposited at Td = -25°C 

and -50°C, D222 ≈ D004; while for the films deposited at Td = 0°C, the domain sizes along the two 

directions diverge (D004 > 50 nm, D222 < 40 nm). This is consistent with the texturing analysis. 

For the textured film, the initial nanocrystalline inclusions align their (004) lattice planes 

perpendicular to the surface normal direction, the growth of crystallites along the surface normal 

direction is less likely to be interrupted by their neighboring ones, and result in a longer length.  

Electron microscopy images of the surface and grain morphology of the crystalline film (Td 

= 0°C and TA = 130°C) are shown in Figure 5.5. Note that even though some of the domains in 

the SEM image showed ~µm size dimension, they are not necessary to be the single crystal 

domains. Therefore, the domain size derived from X-ray analysis is still valid. 

 

Figure 5.5: EBSD image (left) and SEM image (right) of the after-annealed film (Td = 0 °C, 

TA = 130 °C) show the crystalline domain orientations and size distributions. 
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Table 5.1: Summary of crystallization time τC, Aramid constant n, and post-annealed 

domain size D 

Sample # Td (°C) TA (°C) τC (min) n D222 (nm) D004 (nm) 

1 -50 220 376 2.48 45.9 44.4 
2 -50 230 79 3.85 45.7 39.3 
3 -50 240 46 3.87 41.1 33.5 
4 -25 180 678 2.56 45.2 47.9 
5 -25 190 278 2.41 42.8 40.3 
6 -25 200 132 2.60 45.5 43.3 
7 0 120 1520 2.66 39.9 55.8 
8 0 130 496 2.42 38.0 50.5 
9 0 140 250 2.52 36.9 53.0 

 

5.6: Texturing Analysis 

The time-sequenced collection of the crystalline GIWAXS patterns (Figure 5.6) also 

provides information about the preferred crystallite orientation, i.e. thin-film texture, from which 

the crystallite growth directions can be traced. GIWAXS patterns with uniform Bragg diffraction 

rings correspond to polycrystalline films without preferred orientation. Strong texturing occurred 

for the three films deposited at the highest temperature of Td = 0°C. 

 The (001) pole density shown in Figure 5.7a (bottom) of the Td = 0°C, TA = 130°C fully 

crystalline film was collected at the 2𝜃 for the (004) Bragg condition in reflection geometry 

(i.e., at α = β = !!
!

, where α and β are the incident and scattered directions relative to the 

surface).  The concentrated pole density in the center, at tilt angle χ= 0, indicates that the 

crystallites have a preferred direction that aligns cubic unit cell axes along the surface normal 

direction of the film. The outer uniform ring at χ = 90° corresponds to the other unit cell axial 

directions lying in-plane with no preferred azimuthal φ orientation. Because the (222) Bragg ring 

lies close to the (004), as seen in Figure 5.2, the collection of the 004 PF also allowed for 

simultaneous collection of the (222) PF as displayed in Figure 5.7a (top). The uniform azimuthal 

density of the 222 poles at χ = 54.7° is consistent with a cubic film having cube texture. This is 
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also confirmed by the PF results from EBSD (Figure 5.7b). An example of non-textured 

polycrystalline PF from EBSD measurement is shown in Figure 5.8 for comparison. A line-cut 

profile extracted from the X-ray (004) PF image of Figure 5.7a (bottom) is shown in Figure 5.7c.  

This quantitatively describes the orientation distribution of the crystallites (004) poles about the 

surface normal direction as having a width of 23°.  This information will be used below in the 

LSM simulation as pre-defined nuclei-orientation input.  

 
Figure 5.6: Summery of after-annealed crystalline GIWAXS patterns of all nine samples. 

TA= 130 °CTA= 230°C
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TA= 240°C
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Td = -50°C Td = -25°C Td = 0°C
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Figure 5.7: PF from both X-ray (a) and EBSD (b) measurements of the crystalline In2O3 

thin film (Td = 0°C, TA = 130°C) at (222) (upper) and (004) (lower) Bragg conditions. (c) The 

line-cut profile from X-ray PF (a, lower) with its Gaussian fit yielding a FWHM = 23.1°. 

 

This observed texturing suggests that films grown at a sufficiently high temperature (0°C) 

may have nanocrystalline In2O3 inclusions within an amorphous matrix that have cube texture. 

Whereas, within the amorphous films grown at lower Td (-25 and -50°C), the nanocrystalline 

inclusions could be non-textured. Therefore, in addition to the above effects of Td shown on the 

crystallization time τC, the higher Td leads to a lower energy barrier for the nanoscale crystallites 

to align with their preferred orientations.[43]  

χ

FWHM	=	23.1°
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χ
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(222)
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Figure 5.8: Pole figures (a) measured along three major plane normal directions of the 

after-annealed film (Td = -25 °C, TA = 190 °C) indicating the film is non-textured polycrystalline. 

 

Note that even though the (004) is the observed preferred orientation, it does not necessarily 

mean the crystalline films deposited at higher Td (> 0°C) will always present the same (004) 

texture. A grazing incident XRD (GIXRD) pattern of 300 nm In2O3 film PLD-deposited on Si 

substrate at Td = 400°C is shown in Figure 5.1. It suggests that the film is highly crystalline, and 

possibly has a 222 texture since the peak intensity ratio I(222)/I(004) is much higher than the 

simulated ratio for a perfect In2O3 powder. Similar results were also observed from previous 

GIXRD patterns of crystalline In2O3 films deposited on quartz substrates.[33, 34] At the same Td 

= 400°C, the feature of a (222) texture was shown for 60 nm film, while a (004) texture for 300 

nm film.  

5.7: Level-set Simulation 

The isothermal annealing condition is chosen for this set of experiments, since it allows for 

one variable: annealing time t. Isothermal crystallization traditionally can be described by the 

Johnson-Mel-Avrmai-Kolmogorow (JMAK) equation:  
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 𝜒! = 1− 𝑒!!!!, (5.12) 

where 𝑛 is the Avrami exponent, 𝐾 = 𝐾!exp (−𝐸! 𝑘!𝑇!) is a temperature dependent rate 

constant, 𝐸! is the activation energy, 𝑘! is the Boltzmann constant, and 𝑇! is the annealing 

temperature, which is held constant.[121, 122] The JMAK equation is generally more accurate in 

describing the bulk transformation of isotropic growth than the thin film case, but the average 

value of Avrami exponent 𝑛 can still be helpful to determine the growth dimensionality (𝐷𝑖𝑚) 

and understand the nucleation mechanism. For the site saturated nucleation (SSN) case, 

𝑛 = 𝐷𝑖𝑚, while for the constant nucleate rate (CNR) case, 𝑛 = 𝐷𝑖𝑚 + 1.[123] A more rigorous 

approach namely the level-set method (LSM) is also employed in this report. It is a numerical 

route used to track the time-dependent evolution of shapes and interfaces by providing topology 

changes of nuclei growth and collisions, which also has the advantages of versatility and 

flexibility of modeling: initial crystalline fraction, interface velocity, and object dimensions. 

Level-set method (LSM) is a strong simulation scheme for describing moving boundary 

problems and complex topology evolution.[124, 125] The inherent geometrical nature of this 

method makes it an ideal approach for studying interface-controlled kinetics phenomena like 

crystallization from amorphous state or relaxation of polarized domain in ferroelectrics.[126] 

The major distinction of this method from other simulation methodologies is its capability to 

evolve on experimental length and time scales, which provides unique opportunity for comparing 

simulation results with experimental measurements directly.  In this approach, for a single 

crystal, the level-set function is defined as a continues signed distance function ∅(𝑥, 𝑡), where 

the interface between crystal and amorphous is implicitly described by ∅ 𝑥, 𝑡 = 0 then it 

evolves through the equation of motion as shown in Eq. 5.13, where 𝑉 is the interface velocity. 
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𝜕∅
𝜕𝑡 + 𝑉 ∙ ∇∅ = 0 (5.13) 

Eq. 5.13 is numerically solved using forward Euler time discretization scheme in 3D 

Cartesian coordination. In isotropic case, 𝑉 is a scalar parameter, which results in spherical 

growth with constant rate.  In anisotropic case, interface velocity becomes a function of 

different parameters like curvature, orientation, concentration and temperature. Previous studies 

on Indium Oxide systems are shown fully faceted cubic crystal growth during crystallization.[49, 

127-129] Hence, in this work, we are going to consider the situation where 𝑉 only depends on 

orientation. Therefore, the interface evolution is defined as 𝑉 = 𝛾(𝑛)𝑛, where 𝑛 is an interface 

normal at given point and Eq. 5.14 changes to its new format as follow.    

 
𝜕∅
𝜕𝑡 + 𝛾(𝑛) ∙ |∇∅| = 0 (5.14) 

To determine 𝛾(𝑛), we employ Russo-Smereka’s approach[130] for faceted growth, which 

has been proven to deliver correct Wullf construction for given morphology. In this approach 

𝛾 𝑛  is defined as shown in Eq. 5.15  

 𝛾 𝑛 = 𝑣! + 𝑢 1− (𝑛 ∙ 𝑛!)! (5.15) 

 Here, 𝑣!and 𝑢 are facet normal and tangential velocity and 𝑛! denotes facet normal 

direction. Eq. 5.15 matches every single point of the interface to its closest facet based on their 

normal directions. For instance, in cubic growth, surface normal adapts one of the six directions 

of cubic facets <100>.  Tangential term imposes sharp growth at the edges and ensures fully 

faceted evolution of the grain. Detailed implementation of Russo-Smereka’s approach and its 

integration into our LSM algorithm for simulation of faceted crystallization is discussed in 

previous study.[129]  
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The temporal evolutions of the crystallization process for different film deposition 

temperature (Td) at different annealing temperature (TA) are shown in Figure 5.9. As expected, 

for each deposition temperature, by increasing annealing temperature, incubation time for 

starting transformation decreases and system undergoes faster crystallization, which agrees with 

the qualitative analysis in Figure 5.3b.  

 
Figure 5.9: The degree of crystallinity evolvement for In2O3 films. For film deposited at the 

same Td, three annealing temperature (TA) are explored. 

First step to simulate kinetics of crystallization via level-set method is to identify nucleation 

mechanism in crystallization process, which can be done by calculating Avrami exponent (n) 

from crystallinity (𝜒!) vs. time (t) data. The determination of Avrami exponent (n) starts with 

the re-arrangement of eq. 12 as follows:  
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 ln 1 1− 𝜒! = ln(𝑘)+ 𝑛 ln(𝑡) (5.16) 

From Eq. 5.16, the slope of the linear region shows the average value for Avrami exponent 

(𝑛). Avrami exponent for all samples has been summarized in Table 5.1 along with domain size 

information and crystallization time (𝜏!). Even though the governing assumption of JMAK 

equation (bulk transformation with free isotropic growth) is inaccurate in thin film 

crystallization, previous studies show that the average value of Avrami exponent n still can be 

referred as a most probable possibility for nucleation mechanism.[129]  

Avrami exponent results (Table 5.1) suggest that except sample 2 and 3, all other samples 

deposited are most likely undergone crystallization through Site-Saturated Nucleation (SSN).  

Taking that into account, sample 8 (Td = 0oC; TA = 130oC) is chosen for more detailed kinetics 

simulation via LSM method due to additional texture information extracted from the PF 

measurement.  
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Figure 5.10: Simulation results (a) visualization of crystallization process modeled by the 

level-set method for site-saturated nucleation and cubic growth. The transformed volume has 

been shown. (b) Probability distribution of domain sizes along (004) and (222) plane directions. 

(c) Experimental and simulated crystallinity vs. time plot, used to extract the interface velocity. 

 

In simulation box, XY plane is setup as 1000×1000 𝑛𝑚  and Z direction fixed as 

300 𝑛𝑚. Periodic boundary conditions are imposed only on film lateral sides (both X and Y 

directions) to avoid size effects. The Z direction is along the film normal with box size equals to 

the average film thickness. Furthermore, to acquire statistically enough microstructure data, all 

simulation results are averaged over 20 runs with different initial configurations of the nuclei. 

Since the nucleation mechanism for sample 8 is identified as site-saturated case, simulation starts 

with fixed number of nuclei at the beginning of the crystallization. Orientation of each nucleus is 

assigned based on 𝜒 and 𝜙 angles (Figure 5.11), to resemble texture structure observed in 

Figure 5.7c. The tilting angle (𝜒) with respect to (004) is drawn from Gaussian distribution 

(FWHM= 23.1∘) and rotating angle (𝜙) around (004) is randomly assigned between 0∘ and 

360∘. By changing the nucleation density (𝑁!) as a fitting parameter, it is found that 𝑁! =

 1.066×10!! 𝑛𝑚!! generates the closest microstructure to the sample 8 case. Figure 5.10b 

shows simulation results for probability distribution density of the domain size D along (004) 

and (222) plane normal direction. The comparative results for domain sizes from X-ray 

diffraction (XRD) measurement and LSM simulation are summarized in Table 5.2.  

Having a reasonable prediction of the microstructure in hand, one can match a 

dimensionless time unit in simulation with according to the 𝜏! in the experiment to determine 
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{001} interface facet velocity (𝑣!), which for sample 8, it results in 𝑣! = 0.11 (𝑛𝑚/min).  To 

determine interface velocity films with the same Td but annealed at other, similar simulations are 

performed on sample 7 & 9 with the same texturing assumption. The results are calculated as 

0.04 and 0.21 (𝑛𝑚/min ) respectively. These temperature dependence values are then used to 

determine activation energy of growth via Arrhenius relation. The activation energy is found to 

be -0.5 eV, which only includes growth process. Table 5.1 data reveals that there is no significant 

change in domain size for samples deposited at Td = 0oC, which indicates relatively similar 

nucleation densities at different annealing temperatures. This is consistence with the formation of 

nanocrystalline inclusions during the film deposition, confirms SSN mechanism. Formation of 

nanocrystalline particles can be seen at lower deposition temperatures as well. Only at relatively 

high annealing temperatures (samples 2 & 3), system can gain enough thermal energy to 

overcome energy barrier of homogeneous nucleation and initiate nucleation with constant rate 

during the crystallization process. This observation is in a good agreement with higher values of 

Avrami exponent for samples 2 & 3, as well as reduction trend in domain size at Td = -50oC 

samples, which is in consistence with increase of number of nuclei with temperature.   

 

 
Figure 5.11: The definition of the sample tilt angle χ and azimuthal angle φ.  

ϕ
χ
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Table 5.2: Comparison of crystal domain sizes along (004) and (222) derived from both 

GIWAXS and LSM. 

Domain size (nm) (004) (222) 

GIWAXS peak 

widths 
50.5 38.0 

LSM simulation 50. 42. 

 

5.8: Discussion and Conclusion 

In situ GIWAXS measurements and level-set simulation were carried out to characterize the 

isothermal crystallization processes of PLD-deposited In2O3 thin films. Three sets of In2O3 films 

with the same thickness but differed in deposition temperatures Td (-50, -25, 0 °C) were prepared 

and each set was investigated under three annealing temperatures TA. The real-space structural 

evolvements were monitored and recorded by 2D diffraction images, from which the degree of 

crystallinity 𝜒! as a function of annealing time t was extracted and calculated. It is found that 

for the films deposited at the same Td, as annealing temperature increased, incubation time for 

starting transformation decreased and system undergoes faster crystallization. Moreover, a higher 

TA was required for films with lower Td if all films have the same transition time. The 2D 

diffraction patterns of the after-annealed crystalline film showed texturing feature for film 

deposited at 0 °C. Pole figure from both EBSD and X-ray measurements confirmed a 

highly-textured film formed with a preferred orientation along the (004) direction, and the 

analysis of the line-cut profile yielded a 23.1° angular distribution. These results indicated that 

for films deposited at higher Td (0°C), more relaxed structure was formed, along with the 

formation of possible nanocrystalline inclusions in the as-deposited amorphous film. Finally, a 
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more detailed understanding of crystallization kinetics was revealed by level-set simulation 

based on experimental parameters derived from X-ray measurements. Interface growth velocity 

and nucleation density were calculated for the textured microstructures, and the activation energy 

associated with growth was calculated as well. It was also shown that the formation of 

nanocrystalline inclusions is probably the origin of heterogeneous site-saturation nucleation 

(SSN), which can be accompanied by constant nucleation rate (CNR) at higher annealing 

temperatures.     
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Chapter 6 : Amorphous to Crystalline Transition of In-X-O Films  

6.1: Introduction 

The research described here is an extension from the previous chapter. In Chapter 5, I 

investigated the effects of deposition temperature on the thermal stability of PLD-synthesized 

In2O3 films. While in this chapter, I will focus on the effects caused by the doping of secondary 

metal cations.  

As motivated in Chapter 5, compared to the electrical properties of AMOs, the thermal 

properties lack of enough attention.[7, 48, 111-115] In particular, when the dopants are 

introduced into the amorphous matrix of In2O3, the influence of the altered local structures on the 

subsequent material thermal stability remains unanswered. There is not a clear understanding nor 

an effective approach for the ternary MO system, such as tin-doped indium oxide (ITO). To 

address this, a comprehensive thermal stability study of three classic ternary MO systems is 

carefully designed and conducted to concentrate on the effects of the doped metal cations.  

A series of amorphous (In1-xMx)2O3 thin films (M=Sn, Zn and Ga), each with four atomic 

doping concentrations (x = 5%, 10%, 20% and 30%) were deposited by PLD. All films were 

deposited under the same growth condition so the deposition effects, such as deposition 

temperature and film thickness, were minimized. The (In1-xMx)2O3 thin films were then annealed 

under the isochronal annealing condition. The amorphous to crystalline transition of each film 

was measured by employing in situ grazing incident wide-angle X-ray scattering (GIWAXS) 

technique. By analyzing the time-sequenced diffraction images, the time-evolved degree of 

crystallinity (χc), crystallization time (τC) and crystallization temperature (Tc) are determined. The 

detailed phase and texturing information of the after-annealed crystalline films are also studied.  
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6.2: Sample Preparation 

(In1-xMx)2O3 films (M= Sn, Zn and Ga; x=0.05, 0.10, 0.20 and 0.30) with 300 nm 

thicknesses were grown by PLD using dense hot-pressed In2O3, ZnO, SnO2, and Ga2O3 targets 

(25 mm diameter). PLD was accomplished with a 248 nm KrF excimer laser with 25 ns pulse 

duration and operated at 2 Hz. The 200 mJ/pulse beam was focused onto a 1 mm × 2 mm spot 

size. The targets were rotated at 5 rpm to prevent localized heating. The target-substrate distance 

was fixed at 10 cm. To achieve films with two metal cations, a computerized shuttle was used to 

alternate ablation between two targets, and the ratio of the pulses for each metal oxide in each 

cycle was adjusted to obtain the desired film composition.  To ensure uniformity of film 

composition, less than one monolayer of material was deposited in a typical cycle. The films 

were grown on silicon substrates in an O2 ambient of 8 mTorr. The substrates were attached to 

the substrate holder with silver paint and grown at a temperature of -25 °C to result in their 

amorphous phase. A convenient notation is defined here for all the films: IMO-x, where M is T 

for Sn, Z for Zn and G for Ga respectively, and x is the doping concertation from 5% to 30%. 

6.3: In situ GIWAXS Experiment at 5BMC 

In situ GIWAXS technique was employed to study the crystallization process of In-M-O 

system. The experiment was performed at sector 5BMC (DuPont-Northwestern-Dow 

Collaboration Assess Team) at Advanced Photon Source (Argonne National Lab, IL). A 

monochromic 20 keV X-ray beam with 20 µm by 400 µm incidence beam size was used. 

Incidence angle was fixed at 𝛼! = 0.23° (critical angle 𝛼! = 0.14° for In2O3 of electron density 

𝜌=1.6 e/Å3) with ~200 nm penetration depth to avoid scatterings from substrates. All films 

except IGO-20% and IGO-30% samples were annealed by using a Be dome mini chamber 
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(Appendix A-1). The annealing temperature gradually increased from T0 =140 °C with β = 

0.5 °C/min and annealing temperature TA = T0 + βt was monitored with a thermal couple gently 

touching the surface. The other two IGO (x = 0.20 and 0.30) films were annealed by switching to 

the Anton Parr heating stage (Appendix A-2) to meet the higher annealing temperature 

requirement. The ramping rate of annealing process was set to be β = 1 °C/min due to the 

instrumental limitation. All samples were annealed under 40 mTorr air pressure so the oxygen 

partial pressure was 8 mTorr. A Mar165CCD (2048 by 2048 pixels; pixel size 79 µm) area 

detector was placed ~180 mm away from the sample to collect a 100 s exposure-time GIWAXS 

diffraction pattern in 120 s time intervals. The 2D area detector was calibrated by XRD from a 

lanthanum hexaboride (LaB6) standard powder sample. An X-ray shutter-closed, dark image was 

recorded for background subtraction. The diffraction images were then subsequently converted 

from pixel into Q-space, where Q (= 4πsinθ/λ) is the momentum transfer.[116] 

6.4: Qualitative Analysis of Kinetics of Crystallization Process 

Similar to Figure 5.2 in section 5.4, the time-sequenced 1D I(Q) vs. Q diffraction patterns for 

all 12 (In1-xMx)2O3 films can be converted from the 2D GIWAXS diffraction images, which are 

summarized in Figure 6.1. Each subplot is made of a series of 1D patterns with the increase of 

annealing temperature to show the amorphous to crystalline transition. Using ITO-5% film as an 

example, from 140°C to 230°C, the patterns exhibit two broad amorphous scattering peaks, after 

which the diffraction peaks grow in time with the reduction of the amorphous peaks (235 to 

245°C). A set of strong and sharp crystalline peaks are formed when temperature reaches 250°C 

showing the formation of large crystalline domains. The diffraction peaks are found to 

correspond to the bixbyite In2O3 structure (Figure 2.6).   
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It is interesting to note that for IZO-20% film, additional diffraction peaks are shown located 

between Q = 2~2.5 Å-1 when the annealing temperature is higher than 400°C. This indicates the 

formation of a phase apart from the typical cubic In2O3. 

 

Figure 6.1:1D X-ray diffraction patterns converted from 2D diffraction images plotted as a 

function of annealing temperature for (In1-xMx)2O3 films (M= Sn, Zn and Ga; x=0.05, 0.10, 0.20 

and 0.30) respectively. The narrower bright lines scattered between Q = 3.5 Å-1 to 4 Å-1 in 

IZO-20% and 30% cases are due to the Be dome scattering. The graphite dome scattering has 

been marked out for IGO-20% and IGO-30% cases before the conversion. 

To make a more qualitative comparison, the time-evolved degree of crystallinity χc is 

extracted by analyzing each 1D diffraction pattern with the Ruland’s methods[117, 118] (Chapter 

5.4). A representative degree of crystallinity 𝜒! as a function of temperature plot is presented in 

Figure 6.2a. χc has a 0 to 1 transition over the chosen temperature range, which corresponds to 
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the amorphous to crystalline transition.  

Ø Crystallization temperature Tc and crystallization time τ C 

 

Figure 6.2: (a) The degree of crystallinity χc evolvement as a function of annealing 

temperature T or annealing time (t) for the ITO-5% sample. The characteristic crystallization 

time (τc) and crystallization temperature (Tc) is defined and indicated by arrows in (a). Based on 

this definition, the extracted Tc and τc of all 12 crystallization curves are summarized in (b) and 

(c) respectively. (d) An alternative definition of Tc and τc by extracting the peak position and 

width of the gradient profile of χc. The corresponding results are summarized in (e) and (f).  

A simple approximation of the crystallization time τC is computed by the time difference 

between the film reaching 10% and 90% crystallinity (the same as in Chapter 5). For our 

isochronal annealing case, there is no explicit definition about crystallization temperature Tc 

since the temperature is continuously increasing. So, Tc is defined as the annealing temperature 
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at 50% crystallinity for convenience.  

The summary of extracted crystallization temperatures Tc and time τC for all crystallization 

curves is shown in Figure 6.2b and 6.2c. Note that the crystallization temperature of pure indium 

oxide thin film deposited at the same Td = -25 °C is ~ 180°C (Chapter 5). Hence, all the 

(In1-xMx)2O3 thin films have higher crystallization temperature than that of In2O3. This indicates 

the introduction of secondary metal ions will hinder the crystallization process and elevate the 

crystallization temperature.  

For the ITO case, Tc values are 251, 272, 320 and 342 °C for x = 5%, 10%, 20% and 30%, 

respectfully. The relation between crystallization temperature and concentrates is relatively 

linear. A similar trend is observed for IZO case, but the relation becomes more exponential. Tc 

values are 223, 279, 421 and 605 °C for x from 5% to 30%, respectfully. At the higher doping 

concentration (20% and 30%), much higher Tc is needed for Zn. This suggests that doping of Zn 

is more thermally stable than Sn. When doping Ga at low concentration x (5% and 10%), IGO 

films have comparable Tc (257°C and 302°C) to the ITO and IZO films. However, at higher 

concentration x (20% and 30%), even higher crystallization temperatures are needed. Not that the 

ramping rate changes from 0.5 to 1 °C/min due to the switch of heating stage. This often leads to 

a higher crystallization temperature. However, partially or no crystalline features were shown for 

IGO-20% and -30% films when using Be dome heating stage and reaching the limitation at 

600 °C. Hence, the Tc for the IGO-20% and IGO-30% cases should be at least > 600 °C, which 

still points out that Ga is more thermally stable than Zn.  

The comparison of crystallization time τC is also important to estimate how fast the 

crystallization process is. As shown in Figure 6.2c, besides IZO-20% case, the crystallization 
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time of the rest films ranges about 28~36 mins. It means that once the crystallization starts, the 

transition time for all the films is about the same. Note that a faster crystallization time τC is 

observed for IGO-20% and 30% cases, which likely result from the larger ramping rate β and 

higher annealing temperature TA. The τC of IZO-20% (240 mins), is much larger than the rest. 

This is related to the new phase forming during the amorphous to crystalline transition. The 

detailed crystallization process will be described later. 

6.5: ITO Case 

The crystalline diffraction pattern at the end of the crystallization process is also informative 

to understand the crystallite orientations, phase separation and indications of the nucleation and 

growth of the crystallites.  
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Figure 6.3: The 2D crystalline diffraction patterns at the end of crystallization process 

(𝝌𝒄 → 𝟏) for (In1-xSnx)2O3 with x=0.05, 0.10, 0.20 and 0.30. 

 

 

Figure 6.4: (a) Lattice constant a derived from 1D X-ray patterns as a function of doping 

concentration for ITO films; (b) (111) pole figure of ITO-30% sample showing (111) texturing; 

(c) quantitative line-profile generated along the dash arrow in (b) with a Gaussian fitting. 

 

The diffraction images of the crystalline Sn doped In2O3 thin films are presented in Figure 

6.3. All four patterns showed polycrystalline features with peak positions matching to typical 

bixbyite In2O3 structure (space group# 206, 𝐼𝑎3) without the presence of SnO2 diffraction peaks. 

This indicates that Sn is the substitute of In in the ITO samples. The lattice constant a variation 

induced by doping Sn can be studied as well. The result derived from fitting 1D crystalline XRD 

pattern is presented in Figure 6.4a. All four samples have a larger lattice constant a than that of 

the ideal bulk In2O3 (10.01 Å). A decreasing trend in lattice constant is observed as the doping of 

Sn is increased. This can be explained because Sn has a smaller ionic radius (Sn4+ = 83 pm) than 

In3+ (94 pm), which leads to a smaller lattice parameter.  
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The other phenomenon that is worth investigation is the texturing presented in ITO-30% 

case. For x ≤ 20%, the intensities of diffraction rings are uniformly distributed indicating a 

non-textured film formed at the end of the crystallization. However, for x = 30%, a strong (222) 

diffraction peak and the omition of the (004) peak along the Qz direction indicates that the 

crystallites have a preferred orientation along the [222] direction. A pole figure measurement at 

(222) diffraction condition was conducted to quantitatively analyze this texturing. The result is 

presented in Figure 6.4b. A bright spot located in the center of the pole figure means the 

orientation distribution concentrates along [222] direction. A line profile extracted from Figure 

6.4b is presented in Figure 6.4c. A Gaussian fit to the line profile data shows the preferred 

orientation is (222) with an angular distribution of 26.5°. Therefore, at high doping concentration 

of Sn, the texturing induced by dopants is observed during the amorphous to crystalline 

transition. 

6.6: IZO Case 

The summary of 2D diffraction patterns of after-annealed IZO films are presented in Figure 

6.5. The diffraction patterns of IZO-5% and 10% show the similar polycrystalline feature as in 

the ITO case, which indicates the formation of non-texturing polycrystalline film with bixbyite 

In2O3 crystal structure. The lattice constant analysis yields a = 9.96 Å and a = 10.0 Å for 

IZO-5% and IZO-10% films, respectively. These results are comparable to the lattice parameter 

of the bulk In2O3, showing no significant strain effects. Additional diffraction peaks are seen 

when increasing Zn atomic composition to 20%, which suggests the formation of new phase. At 

last, when concentration increased to 30%, In2O3 diffraction peaks are observed without the 

presence of additional peaks and the extracted lattice parameter is a = 10.0 Å, which is similar to 
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the 5% and 10 % cases.  

To further investigate the new phase in the IZO-20% case, time-sequenced 1D diffraction 

patterns are selectively chosen to represent the detailed feature of the amorphous to crystalline 

transition and illustrated in Figure 6.6a. At T = 329 °C, a crystalline diffraction peak (Q = 2.18 

Å-1) merges on the top of a broad amorphous diffraction peak with its position matching with 

bixbyite In2O3 (222) diffraction. When T is gradually ramped up to 348 °C, the main (222) peak 

becomes stronger and the other diffraction peaks of bixbyite structure start to show up indicating 

the growth of crystallites. Starting from T = 329 °C, an additional set of peaks located at Q = 

2.21, and 2.32 Å-1 appear, and the intensity of the peaks become higher and supersede the (222) 

peak. This implies the formation of a new phase. To further identify its crystal structure, the 

diffraction pattern at T = 458°C is analyzed and shown in Figure 6(b). The peaks are fitted with a 

Pseudo-Voigt function on a linear background. The analysis reveals that the additional peaks 

most likely originate from the In2O3-based rhombohedral structure (space group# 167, 𝑅3𝑐). 

This is supported by some previous reports on the observations of rhombohedral In2O3 or Zn 

doped In2O3.[131] Therefore, two crystalline phases coexist within the IZO-20% crystalline film.  

The kinetics of the crystalline phases during the annealing process are explored as well since 

the transition time (τC) deviates from the rest (Figure 6.2b). From Figure 6.6a, the two crystalline 

phases do not transform simultaneously. The cubic phase appears before the rhombohedra phase. 

Hence, two sets of peaks are chosen in Figure 6.6b to quantitatively represent the amorphous to 

crystalline transition of both crystalline phases. The major diffraction peaks (222) and (004) of 

the cubic bixbyite structure are selected and denoted as C-(222) and C-(004). Another two peaks 

related to rhombohedral structure are selected and denoted as R-(014) and R-(110). The areas 
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under the four peaks are calculated for the time-resolved 1D X-ray diffraction patterns to 

illustrate the peak evolution. The result is presented in Figure 6.6c.  The C-(222) and C-(004) 

peaks have a sharp increase at T ~360 °C suggesting the transition temperature of amorphous 

phase to cubic crystalline phase. The transition of R-(014) and R-(110) peaks happens later at T 

~405 °C. The simultaneity of the R-(014) and R-(110) transition curves points out that they are 

originated from the same crystal structure. At the end, all the areas gradually approach relatively 

steady values. The overall evolution indicates that part of the amorphous phase transforms to 

cubic crystalline phase first, and then the rest transforms to rhombohedra phase, and finally result 

into a coexisting phase. The four peaks used in the previous analysis have also labeled in 2D 

crystalline diffraction pattern (Figure 6.6d). The diffraction peaks from the rhombohedra 

structure have a strong texturing with R-(110) pointing along the in-plane direction. On the 

contrary, diffraction peaks from cubic crystalline phase do not have textured features.  
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Figure 6.5: The 2D crystalline diffraction patterns at the end of crystallization process 

(𝝌𝒄 → 𝟏) for (In1-xZnx)2O3 with x=0.05, 0.10, 0.20 and 0.30. 

 

Figure 6.6: (a) Temperature dependent 1D X-ray patterns of IZO-20% film; (b) XRD 

pattern of after-annealed crystalline IZO-20% film and its peak fit results based on both 

rhombohedra (R) and cubic structure (C). The area under the four major peaks are color labeled; 

(c) The evolution of peak areas, defined in (b), as function of annealing temperature; (d) 2D 

diffraction image of crystalline IZO with four major peaks labeled. 
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6.7: IGO Case 

When Ga is doped into In2O3 films, similar but different features are observed compared to 

the doping of Sn and Zn. The 2D GIWAXS images are shown in Figure 6.7. IGO-5% has the 

same polycrystalline diffraction rings showing the formation of bixbyite structure. Uniform 

intensity across each diffraction ring indicates the non-texturing polycrystalline feature. The 

derived lattice parameter a = 9.96 Å is close to that of IZO-5% and bulk In2O3. A (004) texturing 

is first shown when increasing the Ga atomic doping percentage to 10%. However, at the same 

percentage, both ITO and IZO films do not show the texturing feature. A more pronounced (004) 

texture is observed for IGO-20% film. This implies the doping of Ga would facilitate and 

constrain the growth of crystallites in the preferred direction. This effect has not been observed 

for the Zn and Sn cases. Strong texturing is also illustrated by the IGO-30% 2D diffraction 

pattern but its feature is different from that of IGO-20% film. Bright diffraction spots on the top 

of polycrystalline (222) diffraction rings suggests the formation of large crystallites within the 

film. Pointed out by the white arrows between (044) and (004) diffraction peaks, the higher order 

(hkl) peaks are absent from the diffraction pattern. This is likely due to structure distortion from 

the incorporation of Ga in the In2O3 lattices. These high order (hkl) peaks are intrinsically weak 

peaks compared to (222) and (004), therefore, the incorporation of Ga into the lattice will further 

diminish it. Similar effects have also been seen for both Sn and Zn cases at high doping 

percentages but those peaks are still observable. The detailed analysis of the texturing of the 

IGO-20% and IGO-30% was carried out by the pole figure measurement and presented in Figure 

6.8. From Figure 6.8a, the two sets of rings at different χ positions indicate that IGO-20% film 
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has two major preferred orientations. The first one located at χ = 54°, and this corresponds to the 

(004) orientation. The other located further at χ = 71°, which corresponds to (222) orientations. 

Combined with GIWAXS pattern in Figure 6.7, (004) texture is dominated along the out of plane 

direction. As opposite to IGO-20% film, the IGO-30% shows a preferred (222) orientation along 

the out of plane direction with a bright spot located in center of the pole figure, and another 

preferred orientation is (222) with a narrow ring located at χ = 71°. Note that as suggested by 

GIWAXS pattern of IGO-30% in Figure 6.7, there are still a portion of non-textured 

polycrystalline feature shown.  

 

Figure 6.7: The 2D crystalline diffraction patterns at the end of crystallization process 

(𝝌𝒄 → 𝟏) for (In1-xGax)2O3 with x=0.05, 0.10, 0.20 and 0.30. The diffraction from the graphite 

dome is also indicated by red arrows for both IGO-20% and IGO-30%. 
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Figure 6.8: Pole figures measured at (222) Bragg condition for IGO-20% (a) and IGO-30% 

(b). 

6.8: Conclusion 

In situ GIWAXS measurements were carried out to characterize the isochronal 

crystallization processes of PLD-deposited In2O3 thin films doped with Sn, Zn and Ga. Through 

the symmetric comparison of crystallization time and crystallization temperature, the effects of 

the secondary metal cations on the thermal stability of AMOs were revealed. It shows that the 

introduction of dopants elevates the crystallization temperature, and enhances the thermal 

stability compared to the pure In2O3 thin films. For each of the three dopants, the increase of 

dopant concentration from 5% to 30%, also improves the thermal stability of AMOs. Compared 

to Sn, the doping of Zn and Ga are relatively more effective in maintaining the amorphous state. 

This difference should result from the local distortion induced from the dopants. Hence, due to 

the similarity of Sn cation radii and chemical properties, the elevation of crystallization is less 

apparent than the Zn and Ga. The Zn is known as the “amorphosizer” to the MO system, while 

the Ga has a high connectivity with the neighboring oxygens. The doping of both cations lead to 

the formation of more thermally-stable amorphous phase.   
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Texturing is observed in the final crystalline diffraction patterns for dopants at higher 

concentration. This could be due to the required high annealing temperature. For most cases, the 

diffraction patterns of doped In2O3 films matches well with the bixbyite In2O3 structure, but 

additional diffraction peaks observed for IZO-20% cases indicate the formation of a new phase. 

It is later determined as rhombohedral structure. Similar observations reported by a few other 

groups points out the doping of Zn at 20% facilitates the formation of rhombohedral phase or 

induces a unique co-existence of two phases, which typically requires high annealing 

temperature or high pressure. The rest cases with well-matched diffraction patterns confirm the 

role of dopants as a substitute. 
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Chapter 7 : Towards the Understanding of Amorphous Structure 

7.1: Introduction 

In this chapter, both the microscopic and macroscopic characterization of AMOs will be 

discussed. As stated in Chapter 2.4.2, the properties of AMOs can be tuned through various 

doping, such as doping of secondary or multiple metal cations. Due to the lack of long-range 

ordering, the study of AMOs switches to the detailed local characterization, namely the 

coordination environment around the interested metal cations, and how it evolves after 

introducing the dopants. Hence, I will first introduce a few doped AMOs systems, and how to 

probe and understand the amorphous phase by using the EXAFS technique (Chapter 3.3.2). With 

the help from advanced simulation techniques such as density functional theory (DFT), the band 

structure, electrical and optical properties, and a statistical averaging of local environments can 

be obtained as well.  

The other approach to understand amorphous phase is by comparing the density of materials, 

especially to the expected bulk density. Typically, amorphous phase should have smaller density 

than the crystalline phase since the latter one is more structurally relaxed. For the 

solution-processed films, the exothermal reactions produce gases and evaporates the solvents 

while rapidly form a solid-phase oxide film. The consequence is the creation of large holes in the 

freshly prepared films. And this porous structure will certainly expect to have a smaller density 

compared to the ideal bulk structure. The direct measurement of mass density is rather 

inaccessible for the thin film structure. So, the electron density measured from X-ray reflectivity 

(Chapter 3.2.3) provides alternative way to determine both the mass density with the known 
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stoichiometry, and the porosity by comparing to the ideal bulk or single crystal material.  

7.2: Secondary Metal Ions Size (Sc, Y and La) Effects 

Chapter 7.2 is adapted from a published work REF[103].  

The doping of secondary metal ions has been discussed in Chapter 2.4 along with some of 

the famous ternary and quandary crystal structures. However, besides the well-known ones, such 

as Ga, In or Zn, there are still many transition metals in periodic table that largely remained 

unexplored. Sc, Y and La are in the same column in the periodic table with very similar chemical 

properties but differ in ionic radii: range from 0.95 Rionic(In3+) to 1.25 Rionic(In3+). The size of the 

cation, which is determined by its electron configuration, will therefore be the dominant variable 

in this series and is expected to result in changes to the oxide properties. In this contribution, we 

focus on the In-X-O system, where X = Sc, Y, La, with X concentrations varied between 2.5 and 

12.5 at%, which crosses the crystalline-to-amorphous transition while maintaining complete 

oxide solid solutions. Samples are all made through “combustion” solution processing methods 

with step by step spin-coating and post-annealing. Two annealing temperatures 250˚C and 300˚C 

were used to produce two sets of In-X-O films.  

X-ray absorption spectroscopy (XAS) analysis (Chapter 3.32, eq. 3.11) is one important 

method used to probe AMO materials on the ~5 Å length scale and provides information on 

coordination number (CN), average atomic separations (R), and atomic positional disorder (σ2) 

of the different shells surrounding the central absorbing atom. The experiments were conducted 

at sector 5BMD of the Advanced Photon Source of Argonne National Laboratory (ANL). A 

Si(111) double crystal monochromator was used to produce a 12 mm (horizontal) by 1 mm 

(vertical) beam. The incident beam energy was tuned to near the In K-edge (27940 eV). Films 
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were placed 45° from the incident direction, and data were collected under fluorescence mode by 

using a four-element silicon drift detector (SII NanoTechnology). The reference powders were 

uniformly spread on Scotch tape (3M Corp.) and measured through transmission mode by using 

ionization chamber (Oxford-Danfysik). 

EXAFS spectra were extracted and normalized by using ATHENA software packages.	[132] 

The intrinsic loss factor (S0
2) for fitting the indium K edge was obtained by modeling of the 

reference powders for each absorbing atom, and kept fixed when fitting the film data. The bond 

distances, coordination numbers, and Debye-Waller factors were obtained by the FEFF 

simulations using a cluster of the bixbyite structure with a radius of 6 Å centered on the 

absorbing atom. All the normalized absorption coefficients χ(k) were Fourier transformed using 

a Hanning window over the specified k-range and fit in k-space with k-weight 3. The summery of 

fitting parameters of the first two shells are listed in Table 8.1 based on eq.(3.11).  

Table 7.1: EXAFS fitting parameters for the first In–O and In–M (M = In or X) shells. 

 
Ta 

(˚C) Ni 
Ri 

(Å) 
σRi

2 

(10-3 Å2) 
  In–O In–M In–O In–M In–O In–M 

In-Sc-O 250 5.62 3.04 2.152 3.358 6.45 7.02 
In-Y-O 250 5.54 2.20 2.151 3.316 7.45 8.13 
In-La-O 250 5.11 2.4* 2.156 3.340 7.10 9* 
In-Sc-O 300 5.95 4.21 2.166 3.363 6.29 4.46 
In-Y-O 300 5.75 3.62 2.155 3.365 6.96 7.46 
In-La-O 300 5.56 3.32 2.147 3.368 7.69 13.5 
 

For all films the calculated radii Ri are relatively constant at 2.16 Å for the In–O shell and 

3.36 Å for the In–M shell, which are comparable to the radii for crystalline In2O3 reference 

powder samples. The reductions in peak intensities in the p-RDF especially for shells beyond the 

first In–M correspond to a decrease in the coordination number and increased Debye-Waller 
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factor in these shells, which are commonly seen as films become semi-crystalline or amorphous. 

As the size of the secondary cation, X, increases Ni decreases whereas σRi
2 increases. This effect 

is much more pronounced for the In–M shell, suggesting that InOx polyhedral remain relatively 

intact in the amorphous structure while disorder arises from distortions to the polyhedral 

network, i.e., their interconnectivity. When comparing films annealed at 250 and 300˚C, the 

lower processing temperature leads to a greater drop in In–M coordination number—between 2.1 

~ 3.0 at Ta = 250˚C versus 3.3 ~ 4.2 at Ta = 300˚C. We can thus conclude that the introduction of 

larger secondary cations and/or lowering the processing temperature increases the amorphous 

network disorder moving further away from the crystalline structure. In particular, for the most 

amorphous samples we are approaching the “EXAFS-free” case where all shells beyond the first 

In–O have very low intensities. This even makes extraction of a unique In–M coordination 

number and Debye-Waller coefficient impossible in the In-La-O case with Ta = 250˚C (the 

symbol * in Table 7.1). It is important to note that the effect of the 50˚C change in Ta seems to 

have a larger effect than moving from X = Sc to X = La.  
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Figure 7.1: Fitting parameters from the IXO EXAFS measurements and ab initio MD 

simulations plotted as a function of the ionic radius of the X cation normalized to the radius of 

In3+. (a) The change in coordination number, N, for both the In–O and In–M (M = In or X) 

shells. (b) The same for the change in Debye-Waller factor coefficient, σRi
2. 

 

Note that this case also indicates that the EXAFS characterization technique has its own 

limitation when apply to amorphous materials; in our case, it is the inability to distinguish the 

second and third shells scatterings.  

7.3: The Effects of Polymer Doping to Metal Oxides  

Adding polymer to the precursor solutions have shown to be an effective route to form 

high-quality materials. Besides the physical vapor deposition, and solution-based processing 

methods (Chapter 2.4.3), polymer assisted deposition (PAD)[133], provides another strategy for 

the growth of thin films. Unlike the sol-gel based precursor solutions, in which metal cations are 

coordinated with solely hydroxyl group (OH-) or nitrate group (NO3
-), the PAD typically is an 

aqueous chemical solution route which coordinates metal cations with polymers. The use of 

polymers to bind metal cations forms much larger metal-organic complexes, which allows for the 

filtration of unbounded species. The decomposition and removal of polymer chains also facilitate 

a gentler and more ordered formation of materials. Thus, PAD has been used and demonstrated 

to be successful for many oxides and nitrites systems.[134, 135]  

Our research did not follow the exact same procedure as PAD method, but it led to the idea 

of introducing polymers into the conventional solution processed route to facilitate the formation 

of thin films with higher mechanical flexibility. Moreover, by adding polymer with potential 
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electron doping capability, the tunability of device mobility can also be achieved.  

In the next two sections, I will present the detailed structural characterizations of In2O3 thin 

films made from different polymer doped precursor solutions by using EXAFS and XRR.   

7.3.1: The Doping of PVP 

Chapter 7.3 is adapted from a published work REF[105]. 

The first example is adding poly(4vinylphenol) (PVP) into precursor solutions. The thin 

films are made with the following procedures:  

• the In2O3 “combustion” precursor is first prepared: 177.4 mg In·(NO3)3·xH2O is 

dissolved in 10 ml of 2-methoxyethanol before the addition of 55 µL of NH4OH and 100 

µL of acetylacetone. PVP was also dissolved in 2-methoxyethanol overnight to form 10 

mg/ml solution. Approximately 4 h prior to the spin-coating, the In2O3:polymer 

precursor solutions were prepared by mixing and stirring In2O3 combustion precursor 

and PVP with various concentrations. For the EXAFS study, only two concentrations are 

explored 1 and 5 wt %.  

• The neat In2O3 and In2O3:polymer precursor solutions are deposited by spin-coating at 

3500 rpm for 30 s, and then annealed on a hot plate at temperatures of 250 °C for 30 min 

for each layer. This process was repeated 4 times to achieve desire thickness. 

The EXAFS experiment was conducted to study the microstructures within the PVP doped 

MOs. Three thin film samples were prepared through “combustion” process with 250 °C 

processing temperature: neat In2O3 film, MO:polymer films with 1% and 5% PVP 

concentrations. EXAFS at In K edge experiments were also performed at sector 5 at advanced 

photon source (APS) at Argonne national lab (ANL). However, instead of putting the sample 45° 
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from the incident beam, a grazing incident geometry is used. The setup was very similar to 

Figure 3.14, without an area detector. Two 4-element fluorescence detectors were placed 

perpendicular to the X-ray beam and pointing at the samples vertically.     

Figure 7.2 presents the comparison of the p-RDFs and fitting results of three films samples 

and In2O3 reference powder with a two-shell model and fitting range of k=3 ~ 11 Å-1. The first 

shell In-O CN of In2O3:polymer films: 5.7 for MO:1% PVP, and 5.6 for MO:5%PVP, showing 

slightly under-coordinated compared to CN=6 for bulk In2O3 powder and undopped film. While 

for the second shell, CN decrease more apparently from 6 in In2O3 powder and 5.08 in neat In2O3 

film to 4.05 in MO:1% PVP, and 3.81 in MO:5%PVP. The reduce of CN of first and second 

shells of and the increase of Debye-Waller factor of In2O3:polymer system indicating the 

crystallization was frustrated by adding PVP. 

 

Figure 7.2: (a) Comparison of the In K-edge p-RDFs of In2O3 powder, neat In2O3 film, 

In2O3:polymer films with 1% and 5% PVP concentrations; (b) Coordination numbers, In-O bond 

length, and σ2 of the identical films.  
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7.3.2: The Doping of PEI 

Chapter 7.3.2 is adapted from REF[104].  

The previous work of PVP doped In2O3 thin films results in high-performance, transparent, 

and mechanically flexible amorphous TFTs. However, the electron mobility (µe) of PVP-doped 

In2O3 TFTs monotonically falls when increasing the PVP concentration, from ~3 cm2/Vs for the 

neat In2O3 matrix to ~1.5 – 0.2 cm2/Vs for 10 – 20 wt% PVP doping due to the concomitant PVP 

charge trapping and film amorphization. The optimal device performance of an amorphous phase 

has an Ion/Ioff of ~106-107, a VT of ~1.2 V, and a µe ~ 2 cm2/Vs, is obtained when ~5 wt% PVP is 

added. Consequently, as in the case of doping In2O3 with light elements, high on/off ratio, proper 

VT, and stability are achieved by sacrificing the carrier mobility of the In2O3 matrix. 

We studied the polymer doping of solution-processed In2O3 with polyethylenimine (PEI) , 

which also enables superior transistor performance, including the electron mobility, versus the 

pristine MO matrix but with a different the mechanism by which PEI operates is very different 

from that of PVP, by carefully controlling the polymer concentration (1-1.5 %), high mobility 

(maximum ~9 cm2/Vs on 300 nm SiO2/Si) and excellent on/off ratios (~107) are achieved with 

performance exceeding those of the pure In2O3 matrix (maximum µe ~4 cm2/Vs). For the above 

reasons, EXAFS techniques were applied to gain more insight into the atomic scale structural 

variations of these mostly amorphous blends, in particular, the changes in the local InOx 

polyhedral evolvement on introduction of PEI. For In2O3 powders, the three peaks for R ≤ 4 Å 

correspond to the In-O (CN = 6; R1 = 2.19 Å), In-In (CN = 6; R2 = 3.35 Å) and In-In (CN = 6; R1 

= 3.82 Å) shells. Since the EXAFS peak height is related to CN while the peak position relates to 

bond distance, a qualitative interpretation of the blend samples can be made by comparison to 
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In2O3 powder. As shown in Figure 7.3a, with the increasing of PEI addition, the first shell CN 

decreases, while the second and third ones have a monotonically decline in intensity.  

Quantitative EXAFS data analysis next focused on the first two shells (In-O and In-In), and 

data were fitted in R-space with k-weight 2. An intrinsic loss factor ( S02 = 1.06 ) for fitting the In 

K edge was obtained by modeling In2O3 powder, and held fixed when fitting the film data. The 

results on bulk In2O3 powder, a pristine In2O3 film, and 1.5%, 3% and 6% PEI doping are shown 

in Figures 7.3b and 7.3c. The CN of the first two shells of bulk In2O3 were both fixed at CN = 6 

for reference. Unlike the first shell, the CNs of the second shells shows a stronger PEI content 

dependence, varying from 6 (powder) to 5.35 (0%) to 4.64 (1.5%) to 4.05 (6%), and showing 

increased local disorder on PEI doping. This result is consistent with the TFT mobility trends for 

higher PEI contents, since PEI disrupts lattice and electron conduction pathways. The derived 

bond lengths in both first and second shells do not vary significantly: 2.15 – 2.18 Å for first 

shell, and 3.37 - 3.38 Å for second shell. Overall, PEI doping disrupts lattice order, albeit to a 

lesser extent than PVP (see Figure 7.2)[105], leaving a sufficient density of connected InOX 

polyhedra for efficient charge transport.[136] 
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Figure 7.3: a) Comparison of the In K-edge p-RDFs of In2O3 powder, a neat In2O3 film, 

In2O3:x% PEI blend with 1.5%, 3% and 6% PEI concentrations. b, c) Derived coordination 

number, In-O bond lengths for the indicated films. d) XRR plots and e) corresponding electron 

densities profiles of the indicated In2O3:x% PEI blend films. 

 

 

X-ray reflectivity (XRR, Chapter 3.2.3) was utilized to examine film quality and structural 
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evolution upon PEI doping and step-by-step spin-coating process, since it is sensitive to film 

electron density, layer spacing, and interfacial roughness (Figures 7.3d and 7.3e). Recall that the 

In2O3:x% PEI films consisted of trilayers spun with the same precursor formulation. The 

extracted the electron density profiles are shown in Figure 7.4e. As the PEI content increases 

(from 0% to 6 %) the film thickness gradually increases (from ~9.8 to 12.3 nm) and the 

calculated average electron density decreases monotonically from ~1.7 e/Å3 (neat In2O3) to ~1.6 

e/Å3 (1.5% PEI) to ~1.4 e/Å3 (6% PEI). Furthermore, the neat In2O3 film exhibits a relatively 

uniform electron density distribution throughout the film thickness (1.6 - 1.8 e/Å3) in spite of the 

first, second, third layers are annealed at 250 °C for different times. However, the electron 

density distributions of the In2O3:x% PEI blends are not as uniform as that of neat In2O3 (Figure 

4e). For instance, for the In2O3:1,5% PEI film, the electron densities of the second and third 

layers, 1.61 e/Å3 (second layer) and 1.40 e/Å3 (third layer), are lower than that of the first layer 

(1.69 e/Å3). Note the XPS derived M-O-M content for all films remains constant even though the 

film crystallinity decreases dramatically, indicating that the overall metal oxide formation 

remains efficient and most electron density decrease most likely reflects structural relaxation and 

porosity formation in the second and third In2O3 layers. 
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Chapter 8 : Recommendations for Future Directions 

This dissertation focuses on the detailed structural characterization of novel channel layer 

and dielectric layer materials by using powerful synchrotron tools. I demonstrated the capability 

to design and measure the dipole inversion within high-k molecular layer by probing the position 

of heavy ions. A systematic study of thermal stability of AMOs from in situ X-ray scattering 

experiments was also carried out to show the effects from both the processing conditions 

(deposition temperature), and the introduction of dopants. Finally, the quantification of the local 

structures around the interested metal cations from XAFS study can effectively differentiate the 

structurally amorphous materials.  

A general recommendation is to perform structural characterizations under device synthesis 

and/or working conditions. To this end, there are efforts to add growth chambers to several 

beamlines. For example, APS 33ID-E has a molecular beam epitaxy (MBE) deposition chamber 

for detailed layer-by-layer growth characterization. High-resolution X-ray reflectivity can probe 

and reveal how the new layer is deposited and interact and reorganize with the beneath substrate 

or newly deposited top surface. Another example, beamline 8ID-E has successfully installed a 

spin-coater onto a diffractometer, for in situ GISAXS-GIWAXS studies of transformations of 

as-spun solutions to films.  

8.1: The Design of New High-k Molecules 

The design of the IPAE molecule to replace the PAE in SAND is the first step in 

revolutionizing the organic layer. The inorganic layer has its limitation since both ZrO2 and HfO2 

are already among the dielectric materials with the highest k-value. Hence, to further push the 

limitation, the synthesis of new organic/inorganic hybrid dielectrics will rely on the innovation of 
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organic molecules. Here are some recommendations to continuing this project: 

1) From DFT simulations of both PAE and IPAE molecules, the position of the anions strongly 

affects the dipole moment of each molecule. I have already introduced a concept of 

probability distribution of molecular configurations. For ionic molecules, the position of 

anions can be easily affected by both thermal fluctuation, the surface morphology of bottom 

oxides, and the intermolecular electrostatic interactions. Hence, a single molecular 

configuration from DFT simulation is not necessarily accurate for presenting and explaining 

the device performance. A weighted averaging based on probability distribution would be 

more scientific to calculate the dipole moment of a molecular layer.  

2) It would be interesting to see effects of different anions. The role of anions is mainly to 

balance the molecular charge. However, different anions will have different radii size or 

effects on the molecular configuration. So, the dipole moments of the molecular layer would 

be different, which will reflect on the device performance.  

3) The fundamental reason why there are many possible configuration and dipole moment 

values is the anion is ionically bonded, which gives another degree of freedom within the 

molecule. For molecules with covalent bonds, this is not the case since the molecule can be 

treated as a complete object. Hence, if a new molecule can be designed with constraints on 

the motion of the anions, then combined with X-ray and DFT, we can quantitatively 

understand the role of anions when the device is under working conditions.  

8.2: Thermal Stability of AMOs doped with Secondary Anions  

The fundamental goal of my research on AMOs is to understand the amorphous structure for 

which I have presented a variety of methods, such as directly probing the local polyhedral, or 
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annealing the sample, tracing the structural evolvement and reexamining the original amorphous 

structures. However, this was limited to amorphous structure with oxygen as the only anion. The 

doping of anions has been poorly explored. One of a few examples is the fluorine-doped SnO 

(FTO), which indicates that for anion doping, a similar conductive mechanism (the formation of 

oxygen vacancies) can be achieved. Also, from solution processing, C, N, or H can result from 

carbonization of the solution and can still exist within the amorphous matrix. However, this 

study is limited by the sensitivity or resolution of the instruments. As an X-ray experimentalist, 

an effective method to quantify the role of anions inside AMOs is as interesting as the cation 

doping. Since hard X-rays are more sensitive to high-Z elements, X-ray absorption fine structure 

will be challenging to characterize low-Z anions without XAFS with soft X-rays. A possible 

solution is instead of directly probing the local structure, using X-ray photon emission technique 

to look at the energy band difference, especially the deep trapped state or localized band. These 

states can greatly affect the device performance. Another experiment is to perform similar 

crystallization experiment, and see how non-oxygen anions are incorporated into the amorphous 

matrix. A series of films with different secondary anions doping levels can be made through 

solution processing. The thermal stability will reflect on the local distortion, coordination and 

bonding, which can be linked to the device performance, and DFT simulations.  
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Appendix  

Appendix A: Heating Stages 

This is a user manual for the two small portable heating chambers we use for performing in 

situ synchrotron experiments. These are stored in a cabinet at APS 5BMC shown in Figure A.1. 

The top two shelves have the temperature control units, including controllers, connecting cables, 

gas tubes, pressure gauge, and transformer. The bottom shelf has the two chambers inside big 

black boxes. Each consists of a base and an X-ray semi-transparent dome of Be or graphite. The 

use of either dome requires extreme caution. Please handle each very fragile dome carefully, 

monitor the dome temperature, and do not over-pressurize. Due to the toxic nature of beryllium, 

APS has very strict rules for using the Be dome. Please consult the beam scientists before using. 

Also, please make sure Dr. Denis Keane or Dr. Mike Guise know if you would like to borrow the 

domes and use them at other beamlines.  
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Figure A.1: The storage cabinet for both Be and graphite dome chambers. The Anton Paar 

controller is not included in the figure, but will be shown in Figure A.6. 

 

Appendix A-1: Be dome heating stage 

The Be dome mini chamber is customized and designed by the Bedzyk group, and has been 

used for many published in situ experiments. It can anneal samples under controlled 

environments, such as vacuum, oxygen or hydrogen for redox reactions. The highest temperature 

the dome can achieve is 600°C in vacuum condition. The Be dome temperature needs to be 

monitored during the heating process, and should not exceed 80°C. Typically, a fan is used to 

cool the dome, but if necessary, please use the water cooling channel surrounding the Al base of 

the dome.    
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Figure A.2: The Be dome heating base (left) and beryllium-dome (right) inside the box 

indicated in Figure A.1. Below are the tool box and backup components of the heating stage. 

Figure A.2 presents more details inside the big black box in Figure A.1. On the left is the 

heating stage with a pyrolytic boron nitride-coated pyrolytic graphite (PBN/PG) heater. The 

samples can be fixed by using the two clips to ensure good thermal contract. A thermocouple is 

used to monitor the samples temperature. The environment is controlled through the gas tubes 

shown in Figure A.2. For example, a vacuum environment can be achieved by sealing the bottom 

tube, and connecting the upper one to a vacuum pump. It is also possible to connect the upper 

one to a gas tank and leave the bottom one open or attach to a flow meter.   

As shown in the Figure A.2, the Be dome can be mounted and secured by fastening the three 

screws to the circle of holes of the heating stage (left). The water cooling tube is also highlighted 

to maintain the low temperature of the Be dome at high annealing temperature. The Be dome 
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stage has a typical Huber threaded attachment ring and base so the entire stage can be mounted 

on the commonly used Huber head at synchrotron. Figure A.3a shows an example setup of Be 

dome heating stage mounted onto a 2-circle Huber diffractometer.  

 

Figure A.3: (a) An example GIWAXS setup and mounting of Be dome heating stage at 

sector 5BMC. The 2D MarCCD detector is placed downstream to collect the scattering pattern. 

The X-ray eye is used for the half-beam alignment. (b) A tilt stage can be used to compensate the 

sample tilting (χ). 

For the GIWAXS experiment, a proper alignment is necessary to determine the correct 

incident angle and sample position relative to the incident X-ray beam. To address this issue, an 

X-ray eye is implemented between the sample and the areal detector to provide both live images 

of X-ray beam, and a reading that is proportional to the received X-ray intensity. After the 

alignment, to avoid the interference with X-rays and have a clear 2D diffraction image, X-ray 

eye will be vertically moved down and beneath the beamstop. 
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Appendix A-2: Anton Paar heating stage 

The DHS 1100 Anton Paar hot stage (Figure A.4) is a commercial heating unit with similar 

capability as the Be dome, but with a graphite dome. The most attractive features are: graphite is 

nontoxic, and the heating stage is capable of annealing samples up to 1100°C in air. Similar to 

the Be dome, the sample can be annealed in a variety of environments. The connector shown in 

Figure A.4b is a hose connecter together with a feed-through adapter used as an outlet for gas 

discharge. Other possible connectors are blind plug or pressure relief valve. The former one is 

provided for the measurements under vacuum, while the latter one is a safety device which opens 

when an overpressure of 0.35 bar relative pressure is generated in the dome.  

 

 

Figure A.4: (a) Top view of Anton Paar DHS 1100 domed heating stage without the 

graphite dome. (b) Side view of the heating stage.  

Figure A.5 shows two mounting adaptors. In Figure A.5a, the black dash lines highlight a 

hole pattern: the corner four holes are designed to adapt to the Kappa diffractometer in sector 
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5IDC, and the five holes along the vertical and horizontal median lines are made for mounting on 

the tilt stage (Figure A.3b) used in 5BMC. While in Figure A.5b and 5c, the adapter is tailored 

for the typical Huber goniometer head.  For both adaptors, the four screws passing through the 

bare holes (Figure A.4a, red circles) will fix the Anton Paar stage onto the adaptor plates, which 

enables the use of heating stage on the different diffractometers.  

 

Figure A.5: (a) Adaptor plate for mounting Anton Paar onto Kappa diffractometer in 5IDC 

or tilting stage (Figure A.3b) used in 5BMC. The top (b) and bottom (c) views of the adaptor 

plate for common Huber 1003 goniometer head. The four screws in Figure A.4a (red circles) 

correspond to the four mounting holes (also highlighted by red circles) in (a) or (b). (d) A 
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customized stage for doing grazing incident XAFS at sector 5BMD with Anton Paar heating 

stage.  

 

 

Figure A.6: The component diagram of Anton Paar heating unit.  

Figure A.6 presents each component of the Anton Paar stage. The connection device of the 

heating stage terminates with the supply hose (grey dash line) of the DHS1100, which contains 

the electrical wires of the instrument and is used to evacuate the instrument or to fill it with gas 

(blue double arrow). The orange dash lines marked two connectors: the black wire is for 

air	supply air	service	
unit

T	controller
Transformer (110

V to 220 V)

Or gas tanks
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thermocouple, and the orange wire is for the power supply. Both connectors are hooked up to the 

back of the temperature controller (Figure A.6, top). A transformer is used to convert the 

standard 110 V to provide the 220 V working voltage for the temperature controller. Finally, a 

cooling air is required to operate the stage. The red arrows indicate the flow direction. The 

controller automatically stops flowing cooling air when the sample temperature is below 200°C, 

and starts blowing air to the graphite dome once the temperature is above.  

A few things to note: 

1. The cooling air must be free of oil and dust. The pressure should be set between 2 and 4 

bar relative to the atmospheric pressure (“air service unit” in Figure A.6).  

2. The sample can be fixed on the sample holder with springs. The springs are supplied in 

the accessory box, and can be placed in the small bore holes around the sample holder. 

There are 5 and 10 mm length springs to accommodate the samples with different size. 

The springs may start to lose tension after 700°C.   

3. The graphite dome itself can generate diffraction peaks, which may interfere with the 

diffraction measurements. 

4. Inside DHS 1100 dome, a vacuum of < 6×10-1 mbar can be achieved with a standard 

vacuum pump with 4.8 m3/h capacity.  
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