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ABSTRACT 

 

Atomic Scale X-ray Studies of the Electrical Double Layer Structure at the Rutile 

TiO2 (110) – Aqueous Interface 

Zhan Zhang 

 

When a metal oxide surface comes in contact with an aqueous solution, an 

electrical double layer (EDL) is formed at the interface.  The EDL region greatly affects 

many natural and industrial processes.  Efforts for more than a century have been put 

forward to understand the features of the EDL.  However, with little atomic scale 

structural knowledge, the ability is very limited to test current competing models and 

further understand or predict EDL properties.  In this work, the surface and the adsorbate 

structure at the rutile TiO2 (110)-aqueous interface is probed with synchrotron based X-

rays. 

Combining X-ray standing wave (XSW) imaging, which is direct and model 

independent, with tradition XSW triangulation, precise atom positions and absolute 

coverages are achieved.  Crystal truncation rod (CTR) measurements yield the interfacial 

structure. 

It has been revealed the rutile (110) surface termination and structure and the 

specifically adsorbed ion locations while contacting with the bulk water.  In the aqueous 
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solution, both the bridging (BO) and the terminal oxygen (TO) rows are present and the 

surface undergoes minimal relaxations.  An additional layer of water molecules with 

well-defined vertical and lateral positions are formed on top of surface oxygen groups.  

No more water structure is found farther away from the interface.  The metal ions, 

including mono-, di-, and tri-valent ions, are all found to be ‘inner sphere’ adsorbates at 

the rutile (110)-aqueous interface.  The adsorption location is primarily determined by the 

ion sizes.  The larger ions, like Rb+, Sr2+, and Y3+, take the tetradentate positions, which 

are of equal distances to the two TO and BO atoms.  Small ions, like Zn2+, are at the 

extended bulk Ti positions. 

With monovalent ions as the only background electrolytes at concentrations < 1 

mol/kg, we found that, the adsorbed divalent ions are independent of the type of the 

background electrolyte and the solution ionic strength; both Zn2+ and Sr2+ ions adsorbed 

in the condensed layer saturate around 0.4 monolayer; negligible amount of divalent ions 

are in the diffuse layer; no evidence of surface ternary complexation is observed; and the 

Gouy-Chapman-Stern model is more appropriate for describing divalent ion distribution 

in the EDL. 
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Chapter 1 Introduction 

1.1 Electrical double layer 

1.1.1 General concept 

When mobile ions are present in a system that includes an interface, the 

distribution of the ions will be disturbed by that interface.  The ions with different 

charges will follow different distribution profiles at the vicinity of the interface.  Suppose 

we can separate the system at the interface, each of the separated parts would carry an 

equal but opposite charge.  These two charged portions of the interfacial region are called 

the Electrical Double Layer (EDL).1   

Here we are primarily interested in the EDL at the solid-liquid interface, 

specifically, at the oxide-aqueous solution interface.  Due to the truncation of the oxide 

lattice, a charge is often found at the surface, which derives from either permanent 

charges (for instance, from isomorphic replacement of lattice ions) or induced charges 

(for instance, by protonation/deprotonation reactions of surface oxygen atoms).  Ions in 

the solution are expected to form a concentrated layer adjacent to the interface.  This 

concentrated ion layer, although strictly speaking only half of the EDL, is of greater 

importance in most circumstances.  Therefore in the oxide-aqueous system, the EDL is 

normally refers to the solution ion layer alone, as adopted in this work.   

The adsorption, desorption and redistribution of the ions in the EDL influence 
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numerous of chemical reactions occurring at the oxide-aqueous solution interface, 

including both the natural and industrial processes, such as the nanoparticle assembly, 

heterogeneous catalysis, bacterial attachment and nutrient uptake, colloid and 

contaminant transport, metal corrosion and fuel cell efficiency.2 , 3   Therefore direct 

knowledge of EDL properties and how they are affected by the changes in solution 

conditions is necessary to understand, predict, and thus control the processes at the 

interface.   

1.1.2 Gouy-Chapman model of electrical double layer  

When the original EDL concept was introduced and developed by Helmholtz, 

Gouy, Chapman and Stern, the EDL was described primarily from the perspective of the 

electrostatic potential.4, , ,5 6 7  Since the charges are distributed on both sides of the interface, 

it is natural to model it as a capacitor with the oxide surface as one flat plate and the ions 

in solution as the other plate.  This is generally referred to as the Helmholtz model, and is 

appropriate for ions that form a specifically bound layer at an interface.  However, ions in 

solution often do not form a flat plate in many situations because they may also be 

distributed continuously from the interface into the solution.  Therefore, to describe the 

variation of potential, ψ, with respect to distance from a charged interface, the Poisson 

equation is need: 
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Here ε = εrε0 is the permittivity of the solution with ε0 the vacuum permittivity and εr the 
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dielectric constant of the solution, and ρ*(x, y, z) is the charge distribution.  Following 

the traditional definition, ψ is positive at a positively charged interface and vise versa.  At 

infinity it is 0.  In the case that the surface is a flat plane, the equation is reduced to a one-

dimensional form (in z direction): 

( ) ( )
ε

ρψ z

z

z *
2

2

−=
∂

∂         (1.2) 

z is the distance from the interface.  The charge distribution, ρ*(z), is associated with the 

ion distributions, n(z), which follow the Boltzmann equation:  
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Here  is the concentration of the i( )zni
th ion at the interface region;  is the 

concentration of the i

∞
in

th ion far from the interface; Zi is the valence number of the ith ion, it 

has both magnitude and sign—the same sign as the charge of the ion; e0 is the elementary 

charge; kB is the Boltzmann constant; and T is the absolute temperature, in Kelvin (K).  

The equation shows that the probability to find an ion at a distance z from the interface is 

related to the work needed, ( )zeZi ψ0 , to bring the ion from infinity to the position z 

where the potential is ψ(z).   

Thus the charge density will be the sum of all the ion charges: 
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Combining the Equation (1.2) and (1.4), a description of the diffuse double layer 
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is obtain, which is the so-called Poisson-Boltzmann equation: 
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This equation has no explicit general solution.  It can only be solved in certain limited 

cases.   

For a symmetrical |Z+| = |Z-| = Z type electrolyte in solution, the solution of 

Equation (1.5) can be written as:  
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Here Λ
Se

TkB ==−
2
0

1

2
ε

κ  is the characteristic length, or Debye length, of the diffuse 

double layer, where ∑ ∞=
i

ii nZS 2

2
1  is the ionic strength of the solution, (in the case of 

symmetrical ZZZ == −+  type electrolyte, e.g., NaCl, the ionic strength is 

,) Γ( )22 ∞= nZS 0 is the value of Γ(z) at z = 0, where ψ( z = 0 ) = ψ0 is the potential at the 

oxide surface; Z, again, is the absolute value of the valence number of the electrolyte 

whose bulk solution concentration is n∞.  

If the surface potential is low, i.e., ( ) meVTkzeZ Bi 7.25=<<ψ , the exponential 

terms in Equation (1.5) can be expanded and thus the Equation (1.5) takes the form: 
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Obviously the solution to Equation (1.8) is: 
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The same solution can also be achieved from the Equation (1.6) based on the 

same low potential assumption.  Equation (1.9) is called linearized Poisson-Boltzmann 

equation and the low potential assumption model is also called Debye-Hückel 

approximation.1.   

With the Debye-Hückel approximation, the Equation (1.3), which describes the 

ion distribution, can be written as: 
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Note that in this expression both Zi and ψ0 have both a magnitude and a sign.  For 

instance, ψ0 is negative for a negatively charged oxide surface.  In this case the second 

item in Equation (1.10) is positive, so that cations accumulate at the interface and the 

concentration of the cations exponentially decays as distance from the interface increases.  

Similarly, anions are repelled by the interface.  The potential and the ion distribution at 

the interface are shown schematically in Figure 1.1 (A) and (B).  

In considering the charge balance near the interface, if the charge density on the 

oxide surface is σ0, the total net charge on the solution side should be -σ0, i.e.: 



6 

 

 

 

 

 

Figure 1.1.  The potential and ion distribution as a function of distance at the 
oxide-aqueous interface at low potential.  (A) and (B) represent the interfacial 
distribution without a Stern layer.  (C) and (D) with a Stern layer.  z is the distance from 
the interface.  Ψ and n are the potential and the ion concentration adjacent to the interface, 
respectively.  n∞ is the ion concentration in the bulk solution far away from the interface.  
Λ is the Debye length of the diffuse double layer.   
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For the charge density ρ*(z), we use the linearized version of Equation (1.4) that is 

expanded at low potential: 
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Note that  because of electro-neutrality of the solution.  Combining 

equations (1.11) and (1.12): 

00 =∑ ∞
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ii neZ

⎟
⎠
⎞

⎜
⎝
⎛=
Λ

00 ψ
εσ          (1.13) 

This is the analog to the parallel plate capacitor relation.  Equation (1.13) shows 

that a diffuse double layer at low potentials behaves like a parallel plate capacitor in 

which the separation between the plates is given by Λ.  This is the reason that Λ is also 

called the double layer thickness.  However, this simple relation has not be directly tested 

experimentally since hardly any of the parameters appearing in Equation (1.13) has been 

directly measured, except for the a few measurements of Debye length, Λ, with X-ray 

standing wave method.8,9   

1.1.3 Stern layer of EDL 

The Gouy-Chapman model dictates that the ion distribution follows the 

Boltzmann equation considering only electrostatic potential.  However, at the interface, 

the chemical energy of the ion adsorption process is another significant contribution.  
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Ions from solution may be directly bound to the oxide surface to form a distinct layer 

with well-defined positions primarily determined by the underlying oxide surface 

structure.  This layer of ions is the so-called Stern layer or condensed layer, as shown at z 

= zc position in Figure 1.1 (D).   

The stern layer resembles the parallel plate capacitor model. Therefore we have: 

( )

c

c

c

c

z ε

σψψ
=

−0         (1.14) 

Here ψc, σc, and zc are the potential, charge density and position of the condensed layer 

and εc is the permittivity within the condensed layer. The surface occupation factor, i.e., 

the fraction of the surface sites which is occupied, θ ( 10 ≤≤ θ ), for the adsorbed 

condensed layer ions can be written as: 
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The constant K is proportional to a Boltzmann factor: 
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The term Ze0ψc accounts for the electrostatic energy associated with the ion in the 

condensed layer and the term φ accounts for the specific chemical energy associated with 

the adsorption process.  Combining Equations (1.14) and (1.15):  
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      (1.17) 

This indicates that the potential drop in the condensed layer increases with the 
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If condensed layer ions are present at the interface, the oxide surface should not 

be considered a charged hard wall.  Instead, chemical reactions between the adsorbed 

surface occupation.  The potential drop approaches a constant value when the surface 

adsorption is saturated (θ = 1).  Depending upon the surface charge density and the nature 

of adsorption process, this condensed layer may or may not completely neutralize the 

substrate surface charge, i.e., ψc may be greater, equal to, or less than 0.   

Further from the interface, outside of the condensed layer, the EDL can still be 

described with the Gouy-Chapman model.  Only the starting point is the condensed layer 

position, zc, instead of at the interface and the potential is ψc instead of ψ0, as shown in 

Figure 1.1 (C).  If the potential drop in the condensed layer is sufficiently large, the value 

of ψc may be sufficiently small, i.e., ψc << kBT (even if ψ0 << kBT is not valid), so that the 

assumptions associated with the derivation of the linearized Poisson-Boltzmann equation 

are satisfied, and the diffuse layer can be simply described with an exponential function 

for both the potential and the ion distribution.   

This model though long accepted, has not been generally validated because many 

of the model parameters are not directly available from experimental data.  For instance, 

to date, the potential ψ0 and ψc at the oxide-aqueous interface can not be directly 

measured, the permittivity εc within the condensed layer is assumed to have a value 

somewhere between 6 - 78 ε0,2. and precise measurements of the position of the 

condensed layer, zc, and the diffuse layer thickness, Λ, are very limited.   

1.1.4 Surface complexation model 
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ions and the surface sites need to be taken into account.  Evidence for such reactions 

derive from powder titration data, in which a mineral powder with large surface area in 

contact with solution is titrated upon changed in pH to determine the net amount of 

adsorbed ions and protons, through measurements of the surplus/deficit in the solution 

phase. 

In the analysis of powder titration data, a three-layer model with one proton 

adsorption site (referred to as "1-pKa" models) is normally adopted, as shown in Figure 

1.2.10  In a three-layer model, the specifically adsorbed cations reside in the first layer 

(labeled as M1); the specifically adsorbed anions and the background indifferent cations 

reside in the second layer (labeled as A and M2, respectively); and the third layer is the 

diffuse double layer.  The capacitances for the first and the second layer are C1 and C2, 

respectively; and the general relation nnn hC ε//1 =  stands for both cases with hn and εn 

represent the thickness and the permittivity of the nth layer (n = 1 or 2), respectively.  

 and  are the unprotonated and protonated surface sites, and 

 and  are the cation and anion complexes bound to 

surface sites.  Here the charges assigned to the sites (-x and 1-x) are based on the Pauling 

bond theory and therefore might not be integer numbers.

xMeOH − xMeOH −1
2

+− − 1MMeOH x −− − AMeOH x1
2

11, ,12 13  The Protonation constant, 

KH, for the reaction:  

xx MeOHHMeOH −+− =+ 1
2        (1.18) 

is given by: 
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Figure 1.2. Stern based three-layer model for ion adsorption.  Ψx is the potential in 
the electrical double layer; σx and Kx are the charges and bonding constants of the ions at 
the interface, respectively; (x = 0/H, M1, M2, and A stands for proton, adsorbed cation at 
inner sphere, background cation, and anion, respectively.) hn and Cn are the thickness and 
the capacitance of the adsorbed ion layer; Ns is the surface adsorption site density and Λ 
is the diffuse double layer Debye length.   
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The cation binding constant, KM1, for the reaction: 

+−+− −=+ 11 MMeOHMMeOH xx       (1.20) 

is given by: 
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The anion binding constant, KA, for the reaction: 

−−−− −=+ AMeOHAMeOH xx       (1.22) 

is given by: 
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±

−−

−−

    (1.23) 

Here [MeOH-x], [MeOH-x—M1+], and [MeOH-x—A-] indicate the site concentrations (e.g., 

in mol/m2) of surface sites MeOH-x, MeOH-x—M1+, and MeOH-x—A-, respectively; 

[M1+]b and [A-]b indicate the ion concentration in the bulk solution; {H+}b is proton 

activity in the bulk solution; γ± accounts for the activity of the ions in the solution at 

given temperature and ionic strength; ZH, ZM1, and ZA are the charges for H+, M1+ and A-, 

respectively, and they are usually the nominal charge of the ion (e.g., +1 for H+); ψ0, ψM1, 

and ψA are the potentials at the surface plane, the specifically adsorbed cation and anion 

plane, respectively, where the relationship between the potential and the binding 

constants is established.  The potentials can be replaced with the charge density and 
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capacitors to emphasize the relation to the adsorption structure (here, assuming a 

negatively charged oxide surface): 
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    (1.26)16

Here ε is the permittivity of the bulk solution.  σ0, σM1, σA, and σd are charge density of 

the surface charge, the counter-cation charge, the counter-anion charge, and the diffuse 

layer charge, respectively (with signs).  σ0 is the sum of the surface structural charge, σsc, 

and the adsorbed or desorbed proton charge, σH.  And all these charges except σd can be 

directly obtained from the charged surface site densities, e.g., [MeOH-x].  The condition 

of electro-neutrality requires that: 

0210 =++++ dAMM σσσσσ       (1.27) 

Titration data, which primarily measures the adsorption and desorption of protons 

from the interface at the different solution conditions, can be fitted using the three layer 

model described above with KH, KM1 = KA, C1 and C2 as fitting parameters.  Once C1 and 

C2 are determined, the heights of the counter-cations and counter-anions above surface 

charge plane can be estimated with: 

111 / hC ε=  & 222 / hC ε=       (1.28) 

 Here εn (n = 1, 2) are unknown, so that hn values can only be estimated with the bulk 



14 

 

water permittivity.  If hn values can be independently measured, the actual interfacial 

permittivity, εn, can be derived.   

To provide a sense for the complexity of the adsorption process at the interface, 

different approaches have been taken to modify the model, including the use of the multi-

site complexation model (MUSIC) to have the different surface sites accounted for;17,18 

the 2-pKa model accounting for the multi-step of adsorption of protons;19,20 and the four 

layer model, which separates the position of the counter-anion and background 

indifferent cation explicitly.21   

These different approaches all emphasize different aspects of the EDL, which can 

yield very useful information about the macroscopic properties of EDL, such as the 

temperature dependent proton or ion adsorption constant, the potential change and the 

capacitance of the condensed layer.14,18, ,22 23  However, there is little or no atomic scale 

structure information being used in or generated from these models.  Because the detailed 

atomic scale structure information at the interface is so limited, it has not been possible to 

directly test the different models for their ability to uniquely describe the EDL 

phenomena.  Therefore the atomic scale structure at the oxide-aqueous solution interface 

is desired.   
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1.2 Atomic scale structure at oxide-aqueous interface 

1.2.1 Importance of oxide surfaces 

Oxide surfaces have received increasing attention in recent years because of their 

wide usage and their broad range of mechanical, electrical, and chemical properties.  

They can be insulators, semiconductors, conductors, or even superconductors.  They can 

be used as supporting catalytic media or the catalyst themselves.  They can be used as 

hard coatings or simply as paints.  The ever-increasing usage of oxides is only limited by 

the knowledge of their properties.  

Oxide crystals normally contain a high density of defects, including the non-

stoichiometry composition and impurity atoms/ions.  At the surface of such crystals, the 

atomic scale structures may be quite different from the ideal termination of the bulk 

lattice structure.  Substantial efforts have been expended towards understanding oxide 

surfaces, both in vacuum and in ambient conditions.24, , ,25 26 27  These surfaces are simpler 

in vacuum, and more experimental approaches can be applied to understand their 

structures in vacuum, such as low-energy electron diffraction (LEED) and X-ray photon-

electron spectroscopy (XPS).26.  However, chemical reactions at oxide surfaces usually 

occur at ambient condition or elevated pressure rather than in vacuum.  The surface 

structures and/or properties could be significantly different under those conditions.  

Therefore it is uncertain whether knowledge of the structure of oxide surfaces in vacuum 

is relevant to understanding chemical reactions at oxide interfaces.  This is referred as the 

‘pressure gap’ problem, which has led to increasing number of studies of oxides surfaces 
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at ambient condition, in contact with either gas phase or aqueous solution.2.   

1.2.2 Atomic scale picture of EDL 

When an oxide is immersed in an aqueous solution, the structure of the interfacial 

region, including the terminated surface, the adsorbate, and the solution layers, may be 

quite complicated, as shown schematically in Figure 1.3.2.   

Here a negatively charged oxide surface is assumed.  The surface charge, 

including the adsorbed protons (H+), is located at the so-called 0-plane, normally taken as 

the average position of the charged surface oxygen group.  The specifically adsorbed 

cations are in the condensed layer at the inner Helmholtz plane (IHP) or β-plane.  

Solvated ions, including both cations and anions, are distributed starting from the outer 

Helmholtz plane (OHP) or d-plane.  Sometimes a second inner Helmholtz plane (IHP-2) 

is introduced at the position of the specifically adsorbed anions, i.e., the outer sphere ion 

position.  The dielectric constants of water for the primary and secondary water layers are 

generally estimated rather than measured.2.   

Emphasized in this figure are the various adsorption positions that might be found 

for the cations and anions.  The dipole of the water molecules are shown as oriented at 

the interface rather than randomly distributed due to both surface charges and the cations 

and anions charges nearby.   
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Figure 1.3. Schematic picture of electrical double layer structure at the oxide-
aqueous solution interface.  Adapted from reference 2.   
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The details described in this picture could significantly affect the chemical 

process at the interface.  However, little is known about the structure.  The knowledge of 

the interfacial structures will not only answer questions concerning the microscopic 

processes at the interface, but will also help put constraints on the interpretation of 

macroscopic EDL properties. 

Considering the versatility of oxides and their surface structures, I chose to focus 

on the systematic behavior of a single oxide surface.  Rutile (TiO2) is the oxide to which 

this work primarily is devoted.   

 

1.3 Rutile (TiO2) 

1.3.1 Why rutile 

Rutile (TiO2) is widely used as paint, coating material, photo-catalyst and in 

heterogeneous catalysis.26.  It is also one of the most heavily studied oxides, as recently 

reviewed in references 24 and 26.  Rutile has simple structure and it is very stable over a 

broad range of pressure, temperature and pH.  Finally, high quality rutile powders and 

single crystals are available commercially.  These factors make rutile an ideal system.   

1.3.2 Rutile crystal structure  

Rutile is the tetragonal structure (P42/mnm space group), with a = b = 4.594 Å, 

and c = 2.959 Å at T = 298 K.28  The primary tetragonal unit cell is shown in Figure 1.4 

(A).26.  Each titanium atom is surrounded by six oxygen atoms in a slightly distorted 
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octahedral configuration.  The bonds between Ti and the O atoms at the vertex of the 

octahedral are slightly longer (~ 1.98 Å) than the other four (~ 1.93 Å).  Also shown in 

Figure 1.4 (B) is the Wulff construction of the equilibrium shape of a macroscopic TiO2 

crystal at 0 K.29  (110) surface of rutile crystal is the most stable surface according to the 

calculation. 

1.3.3 Rutile (110) surface structure 

Rutile (110) surface, as shown in Figure 1.5, has three possible terminating planes 

theoretically, indicated with the dashed lines in Figure 1.5 (B).  Termination #1 has both 

a surface oxygen bonded to two Ti atoms (named bridging oxygen or BO) and an oxygen 

singly bonded to the surface (named terminal oxygen or TO) present on the surface, as 

shown in the figure.  Termination #2 is terminated with only BO atoms present on the 

surface.  Termination #3 is terminated with neither BO or TO, but only a bare Ti-O plane, 

as shown shaded in green in Figure 1.5, which we define as the surface Ti-O plane.  

Based on the crystal symmetry and the charge balance, termination #2 should be favored 

in vacuum.  For instance, a simplified consideration is that when a rutile crystal is 

cleaved at this position, the two newly created surfaces would be identical and charge 

neutral.  In fact that is the stable rutile (110) surface observed in vacuum.30,31  The surface 

relaxation was both calculated 29, , ,32 33 34 and measured 35,36 for this termination, which 

shows significant relaxations occurring along the surface normal direction.   
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(A)     (B) 

Figure 1.4. (A) Unit cell of rutile TiO2 (adapted from reference 26); and (B) 
Calculated Wulff construction of the equilibrium shape of a macroscopic TiO2 crystal 
(taken from reference 29).  
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There are two kinds of Ti atom positions on such a surface.  One is fully six-

coordinated Ti, which is bonded to two BO atoms.  The other is five-fold coordinated Ti 

atom where one longer Ti-O bond is broken.  The two Ti positions are denoted as BTi 

(for titanium atom bonded to BO) and TTi (for titanium atom bonded to TO), 

respectively.  For convenience of working with rutile (110) surface, a non-primitive 

tetragonal unit cell is defined, as sketched out in blue in Figure 1.5, with a = c = 6.495 Å 

and b = 2.959 Å, the unit vector a, b, and c along bulk crystal [-110], [001], and [110] 

direction, respectively.  The transformation matrix from the primitive tetragonal unit cell 

to the non-primitive tetragonal unit cell is: 
⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛−

011
100
011

.  From here on, the subscript ‘S’ 

is used for the notations based on the non-primitive tetragonal unit cell, or the surface 

notations.  The non-primitive tetragonal unit cell is twice the volume of a primitive 

tetragonal unit cell, i.e., there are four Ti atoms and eight oxygen atoms in such a unit cell.  

On the surface, however, there are 1, 2 and 3 oxygen atoms missing from one non-

primitive tetragonal unit cell for termination #1, #2, and #3, respectively.   

Although the termination #2 with BO atoms is a stable surface in vacuum, a 

fraction of the BO atoms can be relatively easily removed from the surface to create the 

surface oxygen vacancies.  However, a rutile (110) surface with BOs completely removed 

(termination #3 configuration) is not energetically favorable because of too high a density 

of dandling bonds.  Many studies have been devoted to understand the vacuum 

terminated surface and the adsorption of organic or inorganic molecules [see 26 and the 
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Figure 1.5. Rutile TiO2 (110) surface structure shown as ball-and-stick model in 
(A) perspective view, (B) side view and (C) top view.  The non-primitive tetragonal unit 
cell is shown (in blue); oxygen atoms are in red and Ti atoms in cyan.   
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reference there in].  Water, as one of the most important adsorbate at rutile surface, has 

been found to adsorb to the rutile (110) surface when introduced from the gas phase.  

Despite the disagreement over details of the adsorption process and status of adsorbed 

water, the bottom line is that water molecules adsorb onto rutile (110) surface, primarily 

on top of TTi, i.e., at TO site.26, , ,37 38 39   

For the EDL studies, the surface is instead immersed in bulk aqueous solutions, 

where abundant water molecules can be adsorbed onto the surface.  Consequently, it 

might be expected that the TTi site on the (110) surface would be fully covered with 

either water molecule (H2O) or hydroxyl group (OH-).40  So it is natural to consider the 

rutile surface in aqueous solution in the context of having both BO and TO present 

(termination #1), as shown in Figure 1.5.  The unit shown in Figure 1.5 (C) is also 

defined as rutile (110) surface unit cell, which has an area of 6.495 × 2.959 = 19.22 Å2.   

1.3.4 Microscopic structure at rutile (110)-aqueous interface 

In a schematic of the rutile (110)-aqueous interface, in Figure 1.6, the rutile 

surface is shown as an ideally truncated bulk crystal.  The water molecules (or the 

hydroxyl groups) first complete the coordination shell of the TTi atoms.  There are two 

kinds of surface protonation processes which could take place at TO and/or BO site:   

Ti-OHx-1 + H+ = TiOH2
x       (1.29) 

Ti2O-x + H+ = Ti2OH1-x; Ti2OH1-x + H+ = TiOH2
2-x   (1.30) 
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Figure 1.6. The proposed microscopic structure at the rutile TiO2 (110)-aqueous 
interface.   
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Above the water molecules which are directly bound to TTi atoms, there could be 

one or more layers of water bound to the surface oxygen (for simplicity, the TO and BO 

site oxygen groups are generally referred to as surface oxygen.  Chemically, they could 

be O atoms, OH- groups, or H2O molecules).  Only cations are shown since the surface is 

assumed to be negatively charged (pH > 5.8 for TiO2).  The adsorbed ion could be bound 

to the surface oxygen by losing some of the water molecules in its hydration shell, e.g., 

the ion M12+ in the figure loses four of its eight coordinated water and instead binds to 

four surface oxygen sites.  There might also be a change in the number of the coordinated 

oxygen atoms when the ion adsorbed onto the surface from the solution as illustrated for 

the M22+ ion.  These microscopic structures are actually parts of the EDL and closely 

associated with macroscopically measured properties.  Knowledge of the detailed 

adsorption structure of ions at the rutile (110)-aqueous interface will help to understand 

EDL properties, which is the focus of this work.   

 

1.4 Current knowledge about the rutile (110)-aqueous interface 

In the aqueous solution, some of the methods used in vacuum studies are not 

applicable, such as those methods that use electron-based techniques because of the short 

mean free path of electrons in aqueous solutions.  Furthermore, any method that used 

charge transfer will be difficult to use because of charge build up on the insulated oxide 

surfaces.   
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1.4.1 Point of zero charge at the rutile-aqueous interface 

The sources of the interfacial charges include (a) the structural charge σsc of the 

oxide (such as from the structure substitution or preferential ion dissolution); (b) the 

adsorbed or desorbed proton charge σH; (c) the adsorbed ion charges ∆q = q+ - q-.  The 

total charge across the interface should be neutral, i.e.41

0=∆++ qHsc σσ         (1.31) 

Here the first two terms can be considered as the intrinsic charge of the oxide surface σ0 

(as shown in Figure 1.2) contacting with aqueous solution.   

Hsc σσσ +=0          (1.32) 

And the adsorbed ion charge can be divided into Stern layer charges σStern (σStern = 

σA + σM) and diffuse layer charges σd.  

dSternq σσ +=∆         (1.33) 

Considering the microstructure of the oxide-aqueous interface, the specifically 

adsorbed ions (Stern layer ions) cannot be separated from the oxide itself easily.  

Therefore the oxide surface charge σsurf is usually defined as  

Sternsurf σσσ += 0         (1.34) 

Depending on where the boundary between oxide and solution is drawn, there are 

different definitions of the point of zero charge.  Point of zero net proton charge (pHznpc) 

is the pH value at which the net surface proton charge is equal to zero, i.e., σH = 0.  Point 

of zero net charge (pHznc) is the pH value at which the intrinsic surface charge is equal 
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to zero, i.e., σ0 = 0.  Point of zero charge (pHzc) is the pH value at which the surface 

charge is equal to zero, i.e., σsurf = 0.  Based on these definitions, we know that there are 

no adsorbed ions on the surface at pHznc; and that there is no diffuse layer ion but only 

the Stern layer ion at pHzc.  And none of these points of zero charge is strictly the 

property of the oxide since they are affected by aqueous solution conditions.   

Powder titration measurement measures proton release upon the adsorption of the 

ions at the oxide-aqueous solution interface.  The ion uptake vs. pH or ionic strength can 

be measured directly.  Also the pHznpc can be derived from the measurements at 

different ionic strength by assuming that all protons released into the solution derive from 

the interface.18,22  Result on the powder rutile TiO2 (60% (110) surface and 20% each of 

(101) and (100) surface) shows that the pHznpc = 5.4 at 25 °C.  This value decreases as 

the temperature increase.  At 250 °C, pHznpc = 4.3.  For the ion adsorption 

measurements, the desired pH for cations should be normally higher than pHznc to 

achieve the negatively charged surface.   

Titration measurements measure the macroscopic properties of the EDL.  With 

the surface complexation model, as described earlier, a link between the atomic scale 

structure and the macroscopic properties can be established.  For instance, knowing the 

site densities, the detailed solution condition, (including, the ionic strength, the specific 

ion concentrations, temperature and pH) and the proton release, the EDL condensed layer 

capacitances and the adsorption constant of proton and ions on rutile surface can be 

derived.10,42  With an estimated water dielectric constant in the Stern layer region of εr = 
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27, the adsorbed Na+ ion height from the rutile surface was derived as 3.62 Å and 0.88 Å 

for 25 and 250 °C, respectively.  That is, as the temperature increased, the Na+ ions are 

found to move closer to the surface.10.  These predictions can be directly compared to the 

measured ion positions to check the validity of the SCM models.   

The second harmonic generation (SHG) measurement of the pHznpc on TiO2 

(110) single crystal surface yielded a value of 4.9.43  This value is reasonably close to that 

from the titration measurements on rutile powder, which confirms the validity of the 

pHznpc value on the rutile TiO2 surface, as well as a proving that  the (110) surface is 

dominant in the powder work and contributes to the measured properties.  So the results 

from this work, which is derived from single crystal rutile TiO2 (110) surfaces, can be 

directly related to the titration works on rutile powders.   

1.4.2 Adsorbed water and other molecules at rutile-vapor interface  

When a rutile surface in vacuum is exposed to a vapor, molecules will adsorb 

onto the surface.  In earlier days (1960s’ and 1970s’), the Temperature Programmed 

Desorption (TPD) measurements in vacuum were carried out on the powder oxide surface.  

By monitoring the changes of the Infrared (IR) absorption spectrum during the adsorption 

or desorption of the molecules to the oxide surface, the surface structure, the adsorption 

sites and paths were proposed.   

Infrared (IR) absorption spectra measurements have been used for a few decades 

and are well developed [see reference 44  for review of recent applications in 

geochemistry science].  Generally, an IR absorption spectrum shows the absorption of the 
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photons by vibrations that induce dynamic dipole moments.  Dynamic dipoles are 

oscillations in the density of electrons or electron charge due to atomic motion.  If the 

incident IR field is parallel to the charge oscillation and the photon frequency is similar to 

the oscillation of the dynamic dipoles, the photon can be absorbed.  Therefore an IR 

absorption spectrum directly contains information about the oscillation frequencies of the 

dynamic dipoles and thus reveals the bond strength in a sample.  Since the bond strength 

within a molecule is altered upon adsorption to a surface, the determination of the bond 

strength can be invaluable to understand the surface reaction path. 

For example, Jones and Hockey et al.45, ,46 47 and Parfitt and coworkers 48,  , , , , 

, 

49 50 51 52

53 54 tried to identify the species and the structure of the adsorbate, such as H2O, HCl, and 

NH3, on the rutile (TiO2) surface.  Commercially available TiO2 powders were used.  The 

powders were made from TiCl4, so the Cl impurity from the bulk powder particles was 

blamed for some ‘mystery’ components in the spectrum.  The powder were rutile crystals, 

with a dominant face being the (110) surface (60% of exposed area), but with another two 

surfaces of (101) and (100), roughly 20% each.  

The experiments were carried out in the vacuum environment (~ 10-3 Torr).  The 

adsorbate was added to the system as gas phase precursor.  Oxidized and reduced 

surfaces were studied from room temperature up to 973 K in TPD experiments.  The 

surface is observed to be acidic and two different Ti surface adsorption sites (i.e., TO and 

BO sites) with different activities are observed.  Both chemisorbed (as OH- groups) and 

physisorbed (as H2O molecules) water could be presented on the rutile surface.  And HCl 

and NH3 could also be directly bonded to the surface Ti atom when surface is 
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hydroxylated.  Because there are multiple surface Ti sites in the powder measurement, 

there could be multiple interpretations for the same data.   

The IR measurements, though yielding useful information about the adsorption 

process, did not directly probe the structure of adsorbate at the surface.  The assignment 

of a signature absorption frequency to an irrelevant bond could be misleading upon 

understanding the adsorption process.   

Decades later, with the newly available techniques such as scanning tunneling 

microscopy (STM) and molecular beam scattering, the adsorption of water was further 

investigated on single crystal rutile surfaces.  Most of the studies show that the water 

adsorbed onto the rutile (110) surface associatively (i.e., as H2O), while it is only 

dissociatively adsorbed (i.e., as OH-) at defect sites.55, ,56 57   

Many simulations/calculations of water adsorption on rutile (110) surfaces were 

also performed.  Contrary to experimental results, most studies indicate that water 

dissociatively adsorbs even on the defect-free surface.26,37,38,58  Calculations of multilayer 

water adsorbed on rutile surface were also reported in a few cases.  A layered adsorbed 

water structure with hydrogen bonding chain structure was proposed.59, 60  Meanwhile, 

molecular dynamic simulations using a large number of water molecules showed no 

further layering of water a few Angstrom away from the surface.40.   

1.4.3 Metal ion adsorption at rutile (110)-aqueous interface  

There are many studies of metal adsorption on the rutile surface in vacuum.26.  

However, the studies of metal ion adsorption at rutile-aqueous interface are much less.  
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For the ions adsorbed at the oxide surface, Extended XAFS (EXAFS) has been 

widely applied to determine the adsorption mechanism.  For instance, Hayes et al. studied 

the selenite (SeO

This is partly because there are very few available methods for probing the structure of 

the oxide-aqueous interface.  X-ray-based methods have proven to be powerful tools to 

probe oxide-aqueous interfaces.   

X-ray absorption fine structure (XAFS) monitors the modulated X-ray 

fluorescence signals of a specific element due to backscattering of photoelectrons from its 

neighbor elements as a function of the incident X-ray photon energy.  The modulation 

contains information about distance and number of the neighbor atoms/ions, i.e., the 

coordination information of the center atom.  The Near Edge XAFS (NEXAFS) or the X-

ray Absorption Near Edge Structure (XANES) data contains information about the 

electronic structure of the central atom, therefore is able to indicate the adsorbed species, 

e.g., Se(IV) vs. Se(VI).61   

3
2-) and selenate (SeO4

2-) ions adsorbed onto powder goethite (α-FeOOH) 

surface.61.  Selenite was found directly bonded to the surface Fe atoms as inner sphere 

complex.  Selenate, on the other hand, was adsorbed onto the surface with its hydration 

shell intact as outer sphere complex.  Different ions, such as Pb2+, Zn2+, Co2+, adsorbed 

onto various oxide powder surfaces, such as α-Al2O3, α-Fe2O3, TiO2, are also 

investigated with EXAFS method.62, , , , ,63 64 65 66 67  Measurements were also performed to 

determine the structure of ions adsorbed to single crystal oxide surface, including Zn2+ 

and Pb2+ on α-Al2O3 and Co2+ on TiO2 (rutile).  Combining with the knowledge of the 

single crystal surface structure, EXAFS data can lead to a detail adsorption structure at 
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Neutron scattering is sensitive to the distribution of protons (deuterium) , which is 

a great advantage over X-rays methods, where the proton is practically invisible.  The 

the oxide-aqueous interface.  For instance, the Co2+ was found to take the extended bulk 

Ti atom position on the TiO2 (rutile) (110) surface and was six-fold coordinated by 

neighboring oxygen atoms.  Zn2+ was found to be inner sphere complex at Al2O3 (0001) 

and (10-12) and was four-fold coordinated as compared to the six-fold coordination of 

Zn2+ ion in the aqueous solution.  Pb2+ was found to be outer sphere complex at the α-

alumina (0001) surface, while it is inner sphere on the (10-12) surface of the same crystal.  

EXAFS measurements can also suggest the precipitation, i.e., the multi-nuclei 

adsorption complex, at the solution concentration below the soluble limit of the ion 

through observing the signal from the second nearest neighbor atoms.63.   

X-ray surface scattering has been used to study the surface structure for many 

years.68  The Crystal Truncation Rod (CTR) measurement of oxide surface in vacuum 

and at ambient conditions illustrates its ability to reveal the atomic scale structure.  For 

instance, Charlton et al. measured the rutile TiO2 (110) surface in vacuum and showed 

the surface relaxations of the atoms in a few top atomic layers.35.  Eng et al. measured the 

hydrated α-Al2O3 (0001) surface structure and proposed the fully oxygen terminated 

surface with a full layer of adsorbed water on top of that.69  Chu et al measured the 

surface adsorbed water structure change on the RuO2 (110) surface under the applied 

potentials.70  Other measurements with CTR method also shows it can be applied to solve 

the structure of complex surface or the surface in the aqueous solution with adsorbed 

ions.71, , , ,72 73 74 75   
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recent measurement of the counterion distribution in the clay interlayer by Williams et al. 

obtained a result contradictory to the traditional Poisson-Boltzmann distribution of EDL 

ions.76  This might be an artifact of having a large cation (~ 15 Å long C3H7NH3
+) in a 

confined space (43.6 Å interlayer spacing).  Though this measurement did not present 

much information about EDL ion distribution, with a better-designed system it could lead 

to important information about the protons adsorption/desorption at the interface and 

their distribution in the EDL.   

1.4.4 Metal ion distribution near the rutile (110)-aqueous interface 

When ion adsorption is mentioned, it usually refers to the Stern layer ion 

adsorption site and geometry.  However, the EDL structure does not refer solely to the 

Stern layer ions.  The total ion distribution profile is needed.   

X-ray Standing Wave (XSW) method (more details in Chapter 2), monitors the 

characteristic fluorescence of the selected element inside of the standing wave 

field.77, , ,78 79 80  Unlike the EXAFS method, which focuses on the local structure around a 

central atom, the XSW actually probes the ion distribution, i.e., the EDL profile.   

Bedzyk et al. probed the Zn2+ distribution in the diffuse double layer next to the 

phospholipids membrane, which is supported by the Silicon-Tungsten layered-synthetic-

microstructure (LSM).8. This was the first time that a diffuse double layer ion distribution 

was directly measured.  And the Zn2+ distribution, which affected by the charge of the 

membrane and the solution pH, can actually be interpreted as an exponential function 

similar to the Equation (1.10).  Similar results were also achieved by Wang et al.9.   
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Fenter et al. combined the XSW and EXAFS method to study the Sr2+ and Rb+ 

ions at rutile TiO2 (110)-aqueous interface.81  The results proved the ions form a Stern 

layer at the interface.  And tetradentate adsorption geometry of the Sr2+ ions on rutile 

(110) surface was derived. 

As the accumulation of the knowledge of the atomic scale ion adsorption 

structures, it’s finally possible to establish the link between the microscopic structure and 

distribution and the macroscopic EDL properties.   

1.4.5 Other EDL related measurements at the interface 

Other measurements are used to probe different aspects of EDL, such as the ζ-

potential measurement;82 the EDL force measurement with pulsed-force-mode atomic 

force microscopy (AFM);83 and measurements of the shear plane.84  All these various 

studies contribute to the better understanding of the EDL phenomenon from different 

aspects.  However, the fundamental problem remains the basic structure of EDL, 

including the oxide surface structure, the interfacial water arrangement and the 

distribution of the adsorbed counterions.   

1.4.6 Purpose of this study 

Structure determines properties.  And knowledge of the EDL structure will greatly 

enhance our ability to understand, predict and thus design different EDL properties.  

Given the complexity and variety of the EDL structure and the relatively lack of 

knowledge of oxide-aqueous interface structure, we have to begin with the structure in a 
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better-defined region—Stern layer ions.  The adsorbed ion positions and the coverage in 

Stern layer will be used separately as the input or constraint for the surface complexation 

model and thus offer more than structural information.  By comparing the different 

adsorption structures for the different ions, general trends can be summarized for the ion 

adsorption at rutile (110)-aqueous interface.  Furthermore, the diffuse layer ion 

distribution can be probed and the complete EDL ion distribution can be revealed.   

With the increasing calculating power of computer, more and more calculation 

and simulation works has been carried out.  Density functional theory (DFT) calculation 

can give the minimum energy state of a cluster of atoms.85  And the molecular dynamic 

(MD) simulation can give a picture of the stable interfacial adsorption structure.40,86   

The simulation method is relatively cheap and easy.  It can also simulate those 

situations where a real experiment is impractical, once the simulation is proven to be 

valid.  However, to gain the confidence of a model and make it more realistic, the fair 

amount of experimental results are still needed.  This last point determined the particular 

studies that we performed so that they could be closely associated with the theoretical 

calculation and simulations.87   
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Chapter 2 Experimental methods 

2.1 Advantages of synchrotron based X-rays 

X-rays interact weakly with matter.  As a specific example, the absorption 

coefficient of liquid water as a function of linear frequencies is shown in Figure 2.1.88  

Other than a narrow window at visible frequencies, electro-magnetic waves can not 

penetrate through macroscopically thick water until its energy reaches the X-ray region.  

For instance, the linear attenuation length of X-rays in water at photon energies of 10 and 

20 keV are 2 and 12 mm, respectively.  This allows the X-rays to reach the liquid-solid 

interface with minimal attenuation while passing through a macroscopic (> 2 µm thick) 

water layer.  The weak interaction of X-rays with water, as well as with the bulk crystal 

underneath, also implies that X-ray based structural techniques are non-destructive 

methods.   

The wavelength of hard X-rays is ~ 1 Å, which is the same scale as the atom size.  

The resolution of the X-ray measurements can easily be achieved at < 1 Å level.  

Therefore X-ray based methods are good candidates for probing the atomic scale 

structures.   

When X-ray photons are absorbed by atoms, the atoms could be excited to a 

higher energy levels causing X-ray absorption.  The secondary processes associated with 

the de-excitation of atoms (i.e., back to the ground state), such as the emission of 

fluorescence photons and Auger electrons are elementally specific, which can be  
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Figure 2.1. The adsorption coefficient for liquid water as a function of linear 
frequency.  Taken from reference 88.   
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monitored to achieve the elemental specific atomic scale structure.  

An X-ray carries no charge, so it does not bring or take away electrons from the 

sample directly, though electrons can be removed from atoms either directly through 

photo-electron emission or indirectly through secondary processes.  Little or no net 

charge accumulation on the sample means that a conducting substrate is not required, 

which is quite important for studying oxides since they are mostly insulators.   

The theory of X-ray interactions with matter has been well developed.  

Consequently, data from X-ray measurements can be quantitatively associated with the 

atomic structure of the sample.  For example, kinematical scattering theory can often be 

applied for the surface X-ray scattering measurements (excluding the Bragg peaks, where 

the dynamical diffraction theory should be applied) because of the weak interaction with 

matters.89, ,90 91  The atomic structure information can be retrieved with the direct relation 

between structure and measured data.92, , ,  93 94 95

The third generation synchrotron sources (e.g., Advanced Photon Source (APS), 

located in Argonne National Laboratory, IL) offer the high-brilliance broad-band X-ray 

sources, which can be highly collimated, polarized and continuously tunable in energy.  

As shown in Figure 2.2, the brilliance of an undulator X-ray beam can be 6 to 8 orders of 

magnitude higher than a rotating anode X-ray tube can offer.96  The higher flux and better 

defined X-ray source make it possible to probe much weaker signal thus achieve the 

higher resolution in the surface structure study as well as to study the dynamical 

processes in real-time. 
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Figure 2.2.  Characteristics of the different X-ray sources.  Taken from APS 
gallery.   
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X-ray beam cross sections, depending on the source and optics used, are normally 

macroscopic sizes, which are practically larger than a few micrometers across even after 

being focused and/or cut down with slits.  While this means, on the one hand, that no 

information about a single atom can be obtained, on the other hand the data are 

statistically averaged over a large quantity of atoms and are less sensitive to the local 

structure disturbance (such as defects) and thus yield the overall structure.   

 

2.2 X-ray standing waves method 

2.2.1 Basic concepts about X-ray standing waves 

X-ray standing wave (XSW) is generated when two X-ray waves with the same 

wavelength coherently interference with each other, as shown in the Figure 2.3. 77,78,79,80  

The XSW period, D, is given as 

( ) q
D π

θ
λ 2

2/2sin2
==        (2.1) 

where λ is the wavelength of X-ray; Q=q , is the amplitude of the standing wave vector 

Q = Kf - K0,;  K0 and Kf are the wave vectors of the two waves, respectively, with the 

amplitudes |K0| = | Kf | = 2π/λ; and 2θ is the angle between them.   
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Figure 2.3.  Standing wave, whose period is D, is formed by the superposition of 
two traveling plane waves with wavelength λ at angle 2θ.  The phases between the two 
plane waves, v, are (A) 0 and (B) π, respectively.   
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When the angle 2θ changes, the XSW period will change accordingly.  Given the 

fact that λ ~ 1 Å, it is typical to obtain an XSW period ranging from a few Angstroms (at 

larger values of 2θ, e.g., corresponding to Bragg diffraction) up to a few hundred 

Angstroms (at small values of 2θ , e.g., corresponding to total external reflection).  If the 

relative phase between the two waves, v, changes, the XSW field will shift in space.  As 

shown in Figure 2.3 (A) and (B), upon shifting one wave with respect to another by λ/2, 

i.e., the relative phase between them changes from v = 0 to v = π, while keeping the XSW 

period the same, the XSW antinode positions (marked with solid line) move by half the 

XSW d-spacing, i.e., the XSW field shifts by D/2.  These features of the XSW field can 

be taken advantage of as an atomic scale probe by monitoring the photoelectric effect, 

such as photoelectron emission, X-ray fluorescence, and/or Auger electron emission.   

The simplest and most widely used method to generate an XSW field is by 

reflection, where the XSW is generated by the superposition of the incident and the 

reflected X-ray plane waves.  There are a few different ways to achieve this, including 

the strong Bragg reflection from a single crystal, total external reflection (TER) from a 

mirror surface, the strong Bragg reflection of a periodic layered synthetic microstructure, 

and kinematical Bragg diffraction from a single-crystal thin film.   

The XSW method has been used in the past two decades to investigate a wide 

range of bulk impurity, surface, interface and thin film structures.79,80  Here the focus is 

limited to the few aspects that are most important to probe the rutile-aqueous interface.  

More detail and thorough information about XSW can be found in reference 79 & 80.   
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2.2.2 Single crystal Bragg reflection based XSW method 

The single crystal Bragg reflection based X-ray standing wave method has 

already proven to be a powerful tool to probe adsorbate positions at the solid-water 

interface.81,97  As shown in the Figure 2.4 (A), when an X-ray plane wave is Bragg 

diffracted from the ideal single crystal lattice, an X-ray standing wave is generated both 

below and above the crystal surface as a result of the coherent superposition of the 

incident and the reflected X-ray beams.  The reflectivity and the fluorescence signal are 

measured simultaneously while rocking the sample through the Hth (= hkl) Bragg 

reflection.  According to the X-ray dynamical diffraction theory, as the angle of incidence 

is varied through the Bragg angle θb, the phase shift between the reflected beam (EH) and 

the incident beam (E0) changes continuously from π to 0.  Thus the nodes and antinodes 

of the XSW field move from the diffraction plane inward by dH/2, where dH = D is both 

the period of the XSW field and the d-spacing of the Hth Bragg diffraction planes.  When 

the incident X-ray energy is higher than the absorption edge of the element of interest 

(here the EDL ions), a modulation of the fluorescence signal at its specific emission 

energy will be observed as the Bragg peak is excited (e.g., as a function of incident angle). 

Shown in Figure 2.4 (B) are the XSW measurements at the rutile (110)-aqueous solution 

interface for the solutions of 10-4 mol/kg Sr2+ at pH = 10.7 and 10-3 mol/kg Rb+ at pH = 

11, respectively.  The points are the measured TiO2 (110) reflectivity and element 

specific fluorescence signals.  The lines represent the best fit to the data for each dataset.  

θ - θb indicates the angular range over which the measurements are done and θb is the 
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Bragg angle calculated from Bragg law, i.e., the kinematical diffraction theory.  The 

normalized fluorescence yield Y(θ) (which is measured next to the sample surface at a 

small take-off angle) varies with respect to the incident angle θ as: 

( ) ( ) ( ) ( )[ ]HH PvfRRY πθθθθ 2cos21 −++=     (2.2) 

Here, ( ) ( )
2

0E

E
R H θ

θ =  is the reflectivity, ( )θv is the phase between the reflected and the 

incident X-ray plane wave, i.e., 
( ) ( ) ( )[ θ

θθ
vi

E

E

E

E HH ⋅= exp
00

]

)

.  Both R(θ) and v(θ) can be 

directly calculated with the known bulk crystal structure using X-ray dynamical 

diffraction theory.  PH and fH, which are the so-called coherent position and coherent 

fraction for the measured element, respectively, are directly obtained from the 

experimental XSW data using Equation (2.2).  These two parameters represent the phase 

and the amplitude of the Hth Fourier component of the spatial distribution of the 

fluorescing species at the reflection H = hkl, which is located at 

( *c*b*aH lkh ++= π2  in the reciprocal space, where a*, b*, and c* are the reciprocal 

space unit vectors: 

[ ] ( ) ( )( ) ( ) [ ]∫ •===
UC

HH diPif rrHrrHG H exp2exp ρρπ F    (2.3) 

Here r is the vector indicating the atom position; ρ(r) represents the normalized 

distribution profile of the fluorescent species ( ); G(H) = F( ) 1=∫
UC

drrρ H(ρ(r)) is the   
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Figure 2.4. (A) Schematic of the generation of the Bragg XSW. (B) Typical XSW 
data of the Sr2+ and Rb+ fluorescence signals (Y(θ), top 2 curves, in blue) and the X-ray 
reflectivity signal (R(θ), bottom curve, in black), when rocking the X-ray incidence angle 
θ through TiO2 (110) Bragg peak.  θb is the nominal TiO2 (110) Bragg peak position.  
Points are the experimental data and lines are the best fit to the data.  P and f are the 
coherent position and fraction from the best fits.   
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inverse Fourier transform of ρ(r) at H. 

Both PH and fH are unitless quantities ranging between 0 and 1.  When the 

fluorescing atom has a unique projected location within the substrate crystallographic 

unit cell, PH = δH/dH, where δH is the height of the atom along the diffraction plane 

normal direction with respect to the unit cell origin.  PH = 0 or 1 indicates that ad-ions are 

located at the origin.  The coherent fraction, fH, is a measure of the distribution of the 

atoms around the position defined by PH.  In the case of all atoms on a unique ion site, fH 

= 1; and for a random distribution, fH = 0.  More generally, fH can be described as the 

product of three factors, fH = aH * C * DH, where aH is the geometry factor that accounts 

for the coherent sum of contributions from atoms at different positions (e.g., ions with 

multiple adsorption heights), 
( )

∑

∑ •
=

i
i

i
i

H
Θ

iΘ
a

irHexp
, where Θi is the coverage, i.e., 

atom number density, at position ri; (e.g., in the EDL, Θi indicates the coverages of the 

ion at different adsorption sites, and ∑Θi = Θc is the total Stern layer coverage of same 

ion.) C is the ordered fraction, thus (1-C) accounts for the contribution from the randomly 

distributed atoms (e.g., precipitates, diffuse layer, and/or bulk solution ions).  For the 

EDL system, C = Θc/Θtot = Θc/(Θc + Θd + Θbulk + Θprecip), where Θtot is the coverage (as 

the equivalent 2-D density) of all the same ion in the system, and Θx refers to the 

coverage of the ion in the different parts of the EDL or the solution, i.e., Θd, the diffuse 

layer coverage, Θbulk, the bulk solution ion coverage, and Θprecip the coverage from the 
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possible precipitates; DH is the Debye-Waller factor that accounts for thermal vibrations 

of the fluorescing atoms (and/or any contribution to the elemental distribution having a 

Gaussian distribution form).79.  For a Gaussian distribution with a root mean squared (rms) 

width σ, (e.g., due to thermal vibrations), DH = exp[-q2 σH
2 / 2] = exp[-2π2 (σΗ  / dH)2] is a 

fixed number for a given fluorescing species at one crystal reflection and at a constant 

temperature.  It is usually close to 1.  When an atom has only one position in the unit cell, 

aH = 1.  Therefore, fH ≈ C, simply reveals the ordered fraction information.  In the case 

that there are multiple atom positions, the coherent position PH from a single XSW 

measurement reflects the coherently averaged position and cannot by itself uniquely 

reveal individual atom position.  The experimentally measured coherent fraction includes 

not only the ordered fraction, but also the geometrical factor.  Generally speaking, more 

than one XSW measurement is needed to determine the multi-site atom distribution.  This 

will be discussed further in detail later.   

2.2.3 Traditional method to analyze the Bragg XSW data 

As illustrated in Figure 2.5, a trial and error method is traditionally adopted to 

obtain the adsorbate structure from one or more coherent positions, PH, and coherent 

fractions, fH, derived from the Bragg based XSW measurements.  Briefly, a guessed 

structure model based on a prior knowledge is built.  The coherent positions and coherent 

fractions can be calculated for the measured Hth reflections according to Equation (2.3).  

The structure then could be adjusted by matching the measured and the calculated PH and 

fH values, e.g., by a non-linear χ2 fitting.   
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Figure 2.5.  Flowchart of traditional way to analyze the Bragg XSW data.  Rutile 
is used as the example structure.   
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For a simple structure, e.g., where an atom occupies only a single position in the 

unit cell, the structure can be easily derived from the coherent positions directly and the 

method works well.  The atomic position could be determined with a precision of a few 

hundredths of Angstrom.  However, for a more complicated structure, such as one single 

element occupies different sites with different occupation factors, the measured coherent 

positions do not simply indicate the actually atom locations, but instead an averaged 

location.  In such cases, the starting model may become important, and an optimized 

structure from the analysis is not guaranteed to be the correct one if the starting guessed 

structure is inappropriate (i.e., missing an essential feature of the structure).  This 

difficulty in the traditional XSW data analysis calls for a direct method to construct the 

structure from the measured coherent fractions and coherent positions without guess.  In 

this context, the XSW imaging method has many advantages.   

2.2.4 The XSW imaging method  

Because the phase information is not lost in the XSW approach, the complete 

density profile (projected into the substrate crystallographic unit cell) can be obtained by 

the inverse statement of Equation (2.3) through a discrete Fourier summation with all the 

Hth Fourier components.98, ,99 100   

( ) ( ) ∑∑ ⎥
⎦

⎤
⎢
⎣

⎡
⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
•−π=•−⋅=

H
HH

H
H Pifiρ rHrHr

π2
2expexp   F   (2.4) 

For H = 0, the 0th Fourier component, F0 = 1 because ρ(r) is a normalized 

function.  Furthermore, based on the Friedel’s law, the components at H and –H are 
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simply related by complex conjugation because PH = -P-H.  Therefore the Equation (2.4) 

can be rewritten as: 

( ) ∑
−≠

≠
⎥
⎦

⎤
⎢
⎣

⎡
⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
•−π+=

HH
H

HH Pfρ
0 2

2cos21 rHr
π

     (2.5) 

Practically, it is impossible to measure all of the (infinite) reflections H.  So the 

density profile ρ(r) has to be approximated by summation over a finite number of terms.  

By doing this, it is explicitly assumed that the terms not summed over have zero 

amplitude (fH).  This might be true for some of the components but not for all.  Thus a 

question is raised concerning whether the approximation with a finite number of terms is 

proper or not.  Additional questions must also be addressed.  If the missing terms follow 

pattern dictated by symmetry, can the imaging method give a false profile?  To find the 

answer to these questions, two model systems are investigated.   

First a 1-dimensional system is used for its simplicity.  Then a face center cubic 

(FCC) system is used to demonstrate the effect of symmetry in a 3-dimensional system.  

In both cases, the atom positions are assumed.  The coherent fractions and coherent 

positions are calculated for a series of reflections.  Finally the element density profile is 

generated from the coherent fractions and positions using Equation (2.5).  The validity 

and robustness of the imaging process can be judged by comparison of the initially 

assumed atom position and the imaged profile.   

For the Bragg reflection based XSW measurement, the measured coherent 

positions are all referenced to the origin of the unit cell and since only allowed reflections 

are used, the resulting image is a projection into the bulk primitive unit cell.  For these 



51 

 

examples, the unit length 1 refers to the unit cell dimension.  For the 1-D structure, the 

atom of interest is located at a height of z0 from the unit cell origin.  For the FCC 

structure, the atom of interest is located at a position of (x0, y0, z0).  Therefore, the 

element density profile, ρ(z) or ρ(x, y, z), is obtained by summation of all the components 

available.  For convenience of comparison in the plot, the element density is rescaled so 

that its maximum is always 1.   

For the 1-dimension case, first let z0 = 1/3, i.e., the actual atom distribution 

profile is ( ) ( ) ( )3/10 −=−= zzzzP δδ .  The imaged atom normalized density profile is 

obtained with the 1-D version of Equation (2.5):  

( ) ([∑
=

−+=
M

m
zzmMz

1
02cos21, πρ )]      (2.6) 

Shown in Figure 2.6 (A) are the constructed profiles, ρ(z, M), following Equation (2.6) 

with M = 1 (black line with square marker), M = 2 (black line with cross marker), M = 3 

(red line with circle marker) and M = 10 (blue line with dot).  First of all, in all profiles, 

only one peak appears at the correct position, even with a single Bragg reflection.  There 

are always oscillations in the "background" in the profile due to the sharp termination of 

the Fourier synthesis.  It is also worth noting that the peak heights are all significantly 

higher than the background oscillation levels.  The peak widths on the profile are 

different, though—the higher order the reflections are included, the narrower the peak.  

Both features derive from finite number of terms used for the Fourier summation.  

Theoretically if infinite number of Fourier terms were used for reconstructing the profile, 

the profile would be a delta function over a flat background line at 0 since a unique atom  
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Figure 2.6.  XSW imaging of element density profile, ρ(z, M), for atom of interest 
in a 1-dimensional structure.  For convenience of comparison, ρ(z, M) is rescaled so that 
the maximum of element density is 1.  The actual atom distribution, P(z), is shown as 
vertical green bars.  (A), P(z) = δ(z-1/3), calculated element density profiles based on 
Equation (2.6) with: M = 1 (black line with square marker --□--); M = 2 (black line with 
plus marker, --+--); M = 3 (red line with circle marker, --o--); and M = 10 (blue line with 
dot, --•--).  (B), P(z) = δ(z-1/3), and (C) P(z) = [δ(z-1/3)+ δ(z-2/3)]/2; based on Equation 
(2.7) with M = 1, (red with circle marker, --o--); M = 3, (blue with dot, --•--); M = 20 
(pink line, -----).  (D) P(z) = δ(z-1/3); calculation based on Equation (2.8), with M = 20 
(blue with dots, --•--); based on Equation (2.8a), M = 20 (black dot line, ••••••); and the 
summation of the two (red line, -----).   
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location was assumed.  Where a finite number of terms are used, the inclusion of higher 

order the reflections results in better precision in the position of atom due to the shorter 

period of the XSW.  Also the more reflections are included, the less significant the 

background oscillations are relative to the peak height.  This is because the Fourier 

components all peak at the actually atom position, while the background oscillations have 

different periods, therefore the amplitude of the summation in the background region is 

not enhanced as much as that on the peak.   

Next assume the same 1-D host structure but only every 3rd order reflections (i.e., 

3, 6, 9, etc) are measured.  The atom again has a position of z0 = 1/3, i.e., 

( ) ( )3/1−= zzP δ .  In this case, the Equation (2.6) can be rewritten as: 

( ) ([
( )
∑

=

−+=
M

m

zzmMz
13/

02cos21, πρ )]      (2.7) 

(Here M = 2 means m = 3 & 6.)  The constructed profiles are shown in Figure 2.6 (B) for 

M = 1 (red line with circle marker), M = 3 (blue line with dot) and M = 20 (pink line).  

Again, as higher order reflections are included, the profile becomes finer, i.e., with a 

narrower peak and relatively less significant background.  However, this time additional 

peaks show up at z = 0 and 2/3 except for the actual position at z0 = 1/3 above the surface 

plane.  This degeneracy comes from the symmetry of a subset of reflections included in 

the XSW imaging process.  Using of only 3rd order reflections dictates that the largest 

XSW period is 1/3 the size of the original unit cell.  Therefore a structure with a larger 

length scale (here, the full original unit cell length) cannot be uniquely probed.  The false 

peaks that show up at (z0 + 1/3) and (z0 + 2/3) cannot be removed simply by adding the 
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higher order of reflections in the same subset.  With only this subset of reflections, the 

XSW imaging technique cannot distinguish which one (or more) of the three positions 

are real.  As shown in Figure 2.6 (C), where the only difference from those in (B) is 

adding another assumed atom position at z0 = 2/3, i.e., ( ) ( ) ([ ]3/23/1
2
1 −+−= zzzP δδ ) , 

the constructed element distribution profiles are exactly the same as those in (B).   

Now if we return to the case where there is only one atom position z0 = 1/3, i.e., 

( ) ( )3/1−= zzP δ , and assume only all the even order reflections are measured.  The 

element density profiles have been constructed with the following equation: 

( ) ([
( )
∑

=

−+=
M

m

zzmMz
12/

02cos21, πρ )]       (2.8) 

(Here M = 3 means m = 2 4, & 6.)  For M = 10 (blue line with dot marker), an additional 

peak shows up at z = z0 + ½, as shown in Figure 2.6 (D).  This is because only the even 

order reflections are included.  The summation of the excluded odd order reflections are:  

( ) ( ) ([
( )[ ]

∑
=+

−==
M

m

zzmMzMz
12/1

02cos2,,* πρρ )]     (2.8a) 

(here M = 3 means m = 1 3, & 5.) With M = 10, the calculated ρ*(z, M) is plotted in 

Figure 2.6 (D) (black dotted line), which has a negative density peak at z = z0 + ½ with 

almost the same amplitude as that from the calculation with even order reflections.  

Adding the two calculated profiles together, the additional peak at z = z0 + ½ is 

eliminated.  And the result density profile agrees well with the actual atom distribution 

(red solid line).  It is actually the same as the calculation with Equation (2.6) at M = 20.  
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For the FCC structure, it is assumed that the atoms are located at the face center 

and corner positions, i.e., (0, 0, 0), (0, ½, ½), (½, 0, ½), and (½, ½, 0).  Again the effect of 

the choice of the reflections is explored.  Unlike in the 1-D case, there are equivalent 

Note that at z = z0, the density peaks have the similar width, i.e., the same resolution, for 

the subset of even and odd order of reflections and the full set of reflections.  This is 

because the resolution of the XSW imaging is limited only by the highest order of 

reflection included.  The different subsets, however, yield different density profiles with 

additional peak(s); while using the full set of reflections, a nice and clean profile is 

achieved.   

Briefly summarizing the above simulations, the correct atom position is always 

present in the density profile.  The more reflections used, the finer the derived profile.  

However, the simulated profiles could also reveal "false" atom locations depending on 

the chosen reflections.  If a subset of reflections selected overwhelmingly presents one or 

more symmetry components, the same symmetries will show up in the constructed 

element density profile.  Therefore, in practice, selecting a complete set of reflections is 

more important than measuring more reflections from a single subset containing the same 

symmetry components.  Even with a few or only one reflection, the elemental distribution 

is clearly shown on the image.  The resolution of the image, which can be characterized 

as the full width at half maximum (FWHM) of the density peak, is roughly dHmax/2, 

where dHmax = 2π/Hmax, is the d-spacing of the highest order reflection Hmax.  For example, 

to achieve ~ 0.5 Å resolution on a unit cell length of 3 Å, it would be enough to just 

measure up to the 3rd order reflection, where dH = 3 = 1 Å.   
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reflections based on the symmetry of the crystal.  For instance, in the bulk FCC lattice, 

(111), (-111), (1-11) and (11-1) are the equivalent reflections, which can be noted as {111} 

family.  The Fourier components of an atom distribution for any reflection in the family 

should be exactly the same if the bulk symmetry is followed.  This means that the 

coherent fractions and coherent positions are identical for all the equivalent reflections.  

If one is measured, all are known.   

The constructed 3-D element density profiles generated by Equation (2.5) are 

more difficult to visualize.  Shown in Figure 2.7 are the three surfaces of the unit cell 

cube.  Since all the atoms are actually on the outside surface of the cube, all of the critical 

structural information is included in this view.  Also shown in Figure 2.8 are the slices 

along one of the (111) directions at one of the highest density positions, which reveals 

more information about the distribution profile inside the unit cell.  In both figures, the 

element densities are rescaled so that their maximums are all 1.   

When only {111} reflections are included, as shown in Figure 2.7 (A) and Figure 2.8 (A), 

the constructed map already reveals the atom positions clearly.  Adding {022} reflections 

to the XSW imaging, the resolution gets better and the map is still clear and clean as 

shown in Figure 2.7 (B) and Figure 2.8 (B).  However, if {333} instead of {022} 

reflections are included, many false peaks appear, in Figure 2.7 (C) and Figure 2.8 (C), 

though the resolution is improved because of the larger |H| at {333} reflection than at 

{022}.  It is easy to see that the false peaks follow the same three-fold symmetry as found 

for the real atom distribution has, only with 3 times higher density.  This is directly 

connected to the fact that both {111} and {333} follows the same symmetry and the  
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Figure 2.7.  Based on Equation (2.5), XSW imaging of element density for a face 
center cubic (FCC) structure.  Only three of the six surfaces can be seen on the 
constructed density maps.  The atom positions as the inputs are at the corners and the face 
centers, i.e., (0,0,0), (0, ½, ½), (½, 0, ½), and (½, ½, 0).  (A), with only {111} reflections, 
i.e., (111), (11-1), (-111) and (1-11).  (B), with only {111} and {022} reflections.  (C), 
with only {111} and {333} reflections.  (D), with {111}, {200}, {220}, {113}, {400}, 
{204}, {333} and {115} reflections.  The density scale is shown in the picture with a 
color bar.   
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Figure 2.8.  Slices of XSW images along (111) plane with the same 
configurations as shown in Figure 2.7.  The density scale is shown in the picture with a 
color bar.   
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When measuring the adsorbates at surfaces or interfaces, the above discussion 

will still be valid because the measured reflections are still derived from the bulk crystal 

lattice.  However, the full bulk symmetry may not be preserved for the surface adsorbate 

because the element distribution symmetry is limited to 2-dimensions.  That is, the 

symmetry operations along the surface (or interface) normal direction are eliminated, 

even if the surface inplane symmetry is still followed.  Therefore the new symmetry 

period of {333} is only 1/3 of that of {111}.  So the false peaks show up as a result of not 

having the enough counter components to balance them out.  As expected, when more 

reflections (namely, {200}, {220}, {113}, {400}, {204}, and {115}) are included, as 

shown in Figure 2.7 (D) and Figure 2.8 (D), the real atom densities stand out clearly from 

the oscillating background.    

As in the 1-D case, it is again true in the 3-D case that the number of reflections 

(Fourier components) is not as important as obtaining a complete set in order to get the 

correct density profile.  Using reflections that carry different symmetry components will 

give a cleaner background (no false peaks).  This is because all of the reflections yield a 

peak density at the same real atom positions, while the false peaks from the symmetry are 

at different places.  When summed up, the averaging effect of different symmetry 

components reduces the background signals while the real peaks are enhanced.   

The resolution of the density map in the H direction can be expressed as dHmax/2 = 

π/Hmax.  Hmax is the equivalent (projected) maximum hkl along the specific direction, H.  

For instance, if only {111} reflections are used, the resolution along the {100} direction 

is d100/2.   
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needs to be taken into account instead of the bulk symmetry when the analysis is carried 

out.  For instance, on the (111) surface of an FCC crystal, for an adsorbate following the 

same (111) surface symmetry, the (-111), (1-11) and (11-1) reflections are still symmetry 

equivalent ones.  The surface-normal direction Bragg reflection, (111), however, is not in 

the same symmetry family as the other three any more.  Thus to utilize all the {111} 

family information, at least two, instead of one, independent measurements, i.e., (111) 

and one of the other three, need to be measured.  For an adsorbate at the interface, the 

crystal surface symmetry may not always be followed, e.g., in the case of adsorption 

primarily occurring at the step edges.  Therefore, to make sure the crystal surface 

symmetry applies to the adsorbate, at least one set of the surface equivalent reflections 

should be checked.   

From the above simulations with both 1-D and 3-D systems, it is clear that the 

XSW imaging method are quite stable.  In practice it does not need a large number of 

reflections to achieve the density profile of a species with a fairly good resolution.  The 

symmetries of the surface adsorbates can be checked against the bulk crystal symmetries.  

If the bulk symmetry is found to be conserved, only one measurement is needed for each 

symmetry equivalent reflection family, and all the symmetry equivalent ones can be 

assumed to have the same values.  It is possible that the XSW imaging process may yield 

a distribution profile containing the false information if the available information is from 

a subset of reflections containing the same symmetry elements.  This can be eliminated 

by carefully choosing the reflections to measure and avoiding using only the reflections 

from a same symmetry group.  If this is not practical, a full awareness of this potential 
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false information must be maintained.  

To obtain a 3-D image with reasonable resolution on all directions, it is essential 

to have reflections along different directions measured.  For a crystal surface with high 

symmetry, one or two measurements might be enough for this purpose, e.g., on the (111) 

surface of the FCC structure, one measurement out of {-111} family (assuming the 

crystal surface symmetry preserved) can yield the information along different directions.  

But for a surface without enough symmetry element, more explicit measurements along 

varies directions might be necessary.   

Once an element density profile is obtained with the direct XSW imaging method, 

further refinement can be done by the traditional XSW triangulation analysis, using the 

atom positions derived from the imaging method as the initial model structure.  The 

combination of the XSW imaging and the traditional XSW triangulation thus gives a 

model independent structural probing method with the sub-Angstrom level resolution and 

a few hundredths of an Angstrom precision.   

The XSW imaging and the traditional XSW triangulation method together provide 

a complete process for interpreting the measured XSW data to gain direct structural 

knowledge.  The resolution of the derived structure is limited by the reflection with the 

largest reciprocal space vector, Hmax, ever measured, as described above.  There is also 

another limitation when working with the Bragg reflection XSW.  The reflection with the 

smallest reciprocal space vector available, Hmin, is determined by the crystal structure.  

Therefore the maximum real space dimension over which the XSW method can yield a 

unique structure is defined as dmax = 2π/Hmin, i.e., the d-spacing of the reflection with the 
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lowest index.  Consequently the elemental distribution over distances larger than the unit 

cell size (i.e., site-to-site variations) can not be uniquely determined by Bragg XSW 

measurements.   

2.2.5 Layer synthetic microstructure XSW method 

The period of an XSW field generated by a single crystal Bragg reflection is 

normally only a few Angstroms in length, which is optimal to probe the structures with 

the same or smaller length scale, (e.g., the positions of the impurities in the single crystal 

lattice or of the condensed EDL ions).  But this approach cannot probe structures of 

length scales larger than the unit cell (e.g., the diffuse EDL ion distributions, where the 

Debye length could be hundreds of Angstroms).  Therefore it is also necessary to 

generate XSW fields with a large period.  Two long-period XSW techniques were 

developed by Bedzyk and coworkers.8, ,101 102

A layer synthetic microstructure (LSM) can be fabricated to have a 1-dimentional 

periodic structure.  It usually consists of 10 to 200 bi-layers of alternating high and low 

electron density materials, such as W/Mo and Si.  When the periodic quality of the LSM 

is good, the measured Bragg reflectivity is comparable to dynamical diffraction theory.  

The XSW is generated in a manner that is similar to that in Bragg XSW.  This approach 

can be used to probe the adsorbate structure on top the LSM surface.  The thickness of a 

bi-layer could be between 20 Å and 200 Å, therefore the XSW generated by the first 

order Bragg reflection from such LSM structure can be as large as 200 Å.  Higher order 

Bragg reflections will generate XSWs with smaller periods, i.e., the integer fraction of 
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the bi-layer d-spacing.  When multiple Bragg peaks from LSM structure can be measured, 

the smallest d-spacing can be smaller than 10 Å, which is comparable to that obtained for 

the Bragg XSW measurement, allowing for direct comparisons to be made of the two sets 

of results.   

The data analysis is different from that of Bragg XSW case.  The reflectivity of 

LSM can be calculated with Parratt’s recursion formulation.103  The E-field intensity, I(θ, 

z), can also be calculated this way at a given depth and angular position.  And the 

fluorescence yield can be calculated for any given element distribution, ρ(z), with: 

( ) ( ) ( )dzzzIY ∫
∞

=
0

, ρθθ        (2.9) 

By comparing the calculated and the measured fluorescence yield, the element 

distribution profile could be obtained in the range of period of the bi-layer.   

2.2.6 Total external reflection XSW method 

Another way to generate a large period XSW is use the total external reflection 

(TER) from a mirror.  When the incident angle changes from 0 to the critical angle, θc, 

continuously, the period of the generated XSW field, D, changes from ∞ to Dc = λ/2sinθc 

≈ λ/2θc following Equation (2.1).  Substituting θc in the equation, the critical period Dc 

can be written as: 

ee
c rN

D π
2
1

=         (2.10) 

Here Ne is the effective electron density of the mirror and re is the classic electron radius.  
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Dc is a material property dependent on the electron density, e.g., for TiO2 Dc = 151 Å.   

The complex E-field at the TER region can be derived with dynamical diffraction 

theory at 0th order of Bragg peak, with the ratio as: 

( )iv
E

E

iyxx

iyxx

E

E HH exp
1

1

0
2

2

0

=
−−+

−−−
=      (2.11) 

Here EH is the complex amplitude of the reflected plane wave; x = θ/θc is the normalized 

angle parameter, and y = β/δ << 1 is the absorption factor, with the index fraction of the 

materials n = 1 - δ - iβ.  For the case of no absorption, β = y = 0,  
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and the phase is: 
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>
≤≤−

=
−

10
1012cos 21

x
xx

v θ       (2.13) 

Between θ = 0 and θ = θc, the reflectivity is 1 and the phase shift at the mirror 

surface changes continuously from π to 0.  So a XSW node is at the surface at θ = 0, and 

the first antinode is at infinity.  As θ increases, the first antinode moves in toward the 

surface till θ = θc when the antinode reaches the surface.  At the same time, the higher 

orders of XSW antinodes are following in as the period D decreases.   

The normalized E-field intensity is: 

( ) ( ) ( ) ( )( QzvRRzI −++= θθθθ cos21, )      (2.14) 

where z is the coordinate along the surface normal direction, and Q = 2π/D is also a 
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function of angle θ.   

Equation (2.9) can be used to calculate the fluorescence yield for an arbitrary 

atom distribution on top of the mirror surface.  For both TER and LSM XSW, the data 

analysis has relied on assuming a reasonable atom distribution model and having it 

optimized through fitting or simulations.   

With TER-XSW, we measure the Fourier transformation of an atom distribution 

over a continuous range Q.  TER-XSW is ideally suited to measure surface and interface 

structures of length scales in the range of tens to a few thousand Angstroms.   

Unlike the Bragg reflections at the relatively high angle, both TER and LSM 

XSW measurements are carried out at low angles, where the reflection and refraction and 

absorption of the additional layer, such as the bulk aqueous solution layer, have to be 

included.  This can be accomplished by making use of Parratt’s recursion formulation to 

calculate the transmitted and reflected fields at any interface.  Including the refraction and 

absorption effect of the E-field through the media, the E-field can be calculated at any 

given point between interfaces.   

With the long-period XSW, the diffuse EDL ions distribution can be probed.  

Combining with the Bragg XSW which probes the condensed layer ion position, the 

whole EDL structure can be revealed by this powerful tool. 
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2.3 Crystal truncation rod method 

Although very powerful, XSW has some limitations.  For the Bragg XSW, it is 

required to have near perfect crystal.  Some of the oxides and minerals are acceptable in 

this perspective, such as calcite and muscovite.  But it might be difficult to find a 

sufficiently perfect crystal for many oxides.  The secondary signal from the atoms inside 

the E-field is monitored in XSW measurement, such as the X-ray fluorescence signal in 

all our measurements.  Therefore the experiment has to be carefully designed so that the 

signal from the atoms of interest can be measured.  When such condition can not be 

satisfied, the analysis of the XSW data could be difficult.  It is not unusual for an oxide to 

have impurities.  Even an impurity fraction of 1% in the bulk crystal could correspond to 

large surface quantities since X-rays probe the micrometer deep region through which X-

rays penetrate.  For the in-situ measurements at the oxide-aqueous interface, at least a few 

micrometers of aqueous solution is present, which may also contain a significant amount 

of the same element adsorbed at the interface.  Therefore, for practical considerations, it 

is essential for XSW measurements to have a ‘clean’ crystal that has a minimal amount of 

that element in the system.  For instance, this leads to the general requirement that the 

elemental concentration of the aqueous solution should be lower than 10-3 mol/kg.  While 

some ions will adsorb under such conditions, others do not.  Also additional information 

is required to eliminate the module-d problem of XSW.  So other structure probing 

methods are needed for the oxide-aqueous interface.  Crystal truncation rod method (CTR) 

is one such method.   
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The X-rays reflectivity can be generalized as R ∝ |F|

2.3.1 The crystal truncation rod method 

The CTR measurement, an analog to the bulk crystallography applied to the 

surface, focuses on the diffraction signals from the surface/interface instead of the bulk 

crystals.  With its quantitative capability and the sub-Angstrom resolution, it has been 

successfully applied to the oxides surface in both vacuum and ambient condition.35,69,70,71  

Since X-rays interact weakly with H2O, the measurement can be carried out in-situ with 

the bulk fluid present on top of the oxide surface.  And since the electron densities of 

adsorbed water molecules or any other ions or groups are comparable to that of top 

surface layer of the oxide, CTR data is very sensitive to the interfacial structure variation 

and capable of revealing the interfacial structure.   

Unlike the heavy-element specific XSW measurement, CTR measurement is 

sensitive to the total electron density distribution at the interface.  The structures of 

surface oxygen atoms and the interfacial water molecules, which are practically invisible 

in the in-situ XSW measurements, can be revealed by analyzing the CTR data.  Also the 

limitation concerning the solution concentration and/or thickness in XSW measurements 

is eliminated since the randomly distributed atoms in the bulk solution are invisible to the 

CTR method.   

2, where F is the structure 

factor, which in turn is the Fourier transform of the electron density distribution of the 

system.  For an infinite 3D periodic structure, i.e., a single crystal, the Fourier 

transformation yields the discrete points, i.e., Bragg peaks, in the reciprocal space.  If the 

real space structure, however, is not infinite along one of the dimensions, but has a 
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surface, i.e., a truncated crystal, the Fourier transformation will be a series of rods 

perpendicular to the surface in additional to the Bragg peaks in the reciprocal space.  

Those are the so-called surface truncation rods, or crystal truncation rods.  In analogy to 

the Bragg crystallography, in which the Bragg peak positions and intensities are 

determined by the bulk crystal structure and chemical composition, the intensity 

modulation of the truncation rods are directly related to the surface structure and species.  

Because the CTR intensities between Bragg peaks are orders of magnitudes weaker than 

those on the Bragg peaks, the method was not widely used until synchrotron X-ray 

sources became available.  For instance, at Advanced Photon Source (APS), the absolute 

reflectivity as low as 10-11 can be measured with a reasonable statistics.  (The 

comparative number is 10-8 for a rotating anode.)  The surface structure can be measured 

faster and with higher precision at such facilities.   

As an example, for the solid-aqueous interface, the reflectivity, R, comes from 

three parts (Figure 2.9),104

2

int
2

watererfacelbulkcrysta FFFFR ++=∝      (2.15) 

Here Fbulkcrystal is from the semi-infinite bulk crystal; Fwater is from the macroscopic thick 

water; and Finterface is from the interfacial region, including the top a few layers of the 

crystal, which could be relaxed and/or reconstructed, any specifically adsorbed species at 

the crystal surface, and the first a few layers of the water near the interface.   

Briefly, the structure factor can be written as ( ) ( )∑ ⋅−=
n

n ifF nrQQ exp , where fn 

is the atomic form factor of atom n; rn is the position vector of the same atom; Q is the 
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momentum transfer; the summation is over all the atoms in the X-rays path.  For a 

periodic semi-infinite structure, such as the bulk crystal part we have here, Fbulkcrystal, the 

structure factor: ( ) ( ) ( ) ( ) ( )∑ ⋅−⋅=⋅=
UC

nCTRUCCTR ifFFFF nrQQQQQ exp , where FUC(Q) 

is the unit cell structure factor, which sums over all the atoms in a unit cell; 

( )
( )RQ

Q
⋅−−

=
i

FCTR
exp1

1  accounts for the semi-infinite stacking of the surface layer to 

complete the substrate lattice.  Here R is the translation vector relating the relative 

separation, both vertical and lateral, between neighboring crystal layers (a 2-D repetition 

of the unit cell in the surface plane) from which a semi-infinite bulk crystal is generated.  

For instance, in our study of rutile (110) surface, the non-primitive tetragonal unit cell is 

used for convenience, and R = a + b = 2d(110) · r[110] = d(001)S · r[001]S, here r[110] and r[001]S 

are the same unit vector along the [110] or [001]S direction.  If the primitive tetragonal 

unit cell is used, R = a = d(100) · r[100] = d(-101)S · r[-101]S, here r[100] and r[-101]S are the same 

unit vector along the [100] or [-101]S direction.   

Usually the structures of both the bulk crystal and bulk water parts, i.e., Fbulkcrystal 

and Fwater, are known before hand.  With the measured reflectivity, R (∝ |F|2), the 

structure of the interfacial region can be determined.   

The typical way to solve an unknown structure with CTR measurement is by 

model fitting.  First a guessed model structure based on the best knowledge about the 

system is generated.  And the reflectivity is calculated from the model structure. The 

calculated and the measured reflectivity values are then matched by adjusting the  



70 

 

 

 

 

 

 

Figure 2.9.  The oxide-aqueous interface structure seen by CTR measurement.   
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parameters for the model structure (e.g., with non-linear χ2 fitting).  The final optimized 

model structure is the possible structure sought.  Because the fitting procedure most 

likely finds only a local minimum, the proper starting structure is critical for CTR data 

analysis.  Also the final structure should be physically and chemically plausible, e.g., the 

atom packing density and bond length should both be meaningful.  In this sense, the 

model dependent CTR analysis is not ‘simple’ or ‘direct’. 

2.3.2 Technical details about CTR measurement 

As shown in the Figure 2.10, the diffraction geometry can be denoted with the 

momentum transfer Q, which is defined as Q = Kf – K0, with K0 and Kf are the incident 

and diffracted X-ray wave vectors, respectively.  The angle between them is the 

scattering angle 2θ. And |K0| = |Kf| = 2π/λ, where λ is the wavelength of the X-rays.  The 

components of Q along the reciprocal lattice vector a*, b*, and c* are QX, QY, and QZ, 

respectively.  Here we have the surface normal direction is along c* direction.  So, in an 

orthogonal system, 

( )
λ

θπ 2/2sin4
=Q ; //Z QQQ += ; YX// QQQ +=     (2.16) 

*aQX H= ; ; *bQY K= *cQZ L=       (2.17) 

H, K, and L are the indices for the reflection.  On the Bragg peaks, all three indices are 

integers normally noted as (hkl), where Q = H = ha* + kb* + lc*.   

CTR measurements usually probe a set of rods.  For each rod, which has a fixed 

in plane momentum transfer component, Q//, i.e., fixed H and K values, the reflectivity is  
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Figure 2.10.  The momentum transfer Q, is related to the incident and reflected X-
ray beam wave vector Kf and K0 as Q = Kf – K0.  The component of Q along c* direction 
is QZ and those in the surface plane are QX and QY, along a* and b* direction, 
respectively.   



73 

 

To directly connect the amplitude of structure factor |F| to the reflectivity, R, 

some corrections are needed, including (1), the surface active area, A, which accounts for 

the variation with Q of the actual area from which the reflected beam reaches the detector. 

Normalizing the active surface area with the incident beam size, A0, a unitless quantity 

will be obtained.  (2), ∆Q

measured at different QZ or L value by rotating the crystal (e.g., in the diffraction plane) 

with respect to the incident X-ray beam while measuring the reflected signal.  The 

obtained reflectivity curve over the angular space (θ ) is the so-called rocking curve at the 

given L or QZ.  A rocking curve might look like a Gaussian shape curve on top of a 

background signal.  The reflectivity at QZ can be retrieved as the integral area under the 

background subtracted curve, which can be obtained by fitting the curve and the 

background to proper forms, e.g., a Gaussian function with a linear background.  (When 

the rocking curve is resolution limited, the curve would be more like rectangular shape, 

where the Gaussian fitting actually introduces large error.  In such cases, the simple 

numerical integral method can be used to calculate the background removed integral and 

the errorbar.) 

Z correction, which accounts for the varying length of the 

surface rod as seen by the detector slit along the QZ direction at different Q.  (3), 

Attenuation factor, Tcell, which accounts for the attenuation of the incident and reflected 

X-ray beam through the cap material on top of the sample (i.e., the aqueous layer and the 

cell window) as a function of angle.  Since these measurements were all obtained with a 

symmetrical scattering geometry, the incident and reflected beam paths are always the 

same.  (4), Lorentz factor, 1/sin(2θ), which accounts for how the intensities were 
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integrated.  Considering all these, the measured intensity normalized to the beam monitor 

should be:104. 
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A pre-factor, Y, which is a constant, is defined as: 
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here P is the polarization factor, for the polarized synchrotron beam and diffraction plane 

is perpendicular to the polarization direction, it is 1; auc is area of the non-primitive 

tetragonal unit cell on the (110) surface, which is also defined as the surface unit cell; λ is 

the wavelength of the X-ray; and e2/mc2 is the classical electron radius.  Therefore, the 

measured reflectivity RM will be: 
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rsion factor of ion chamber 

count t

a given Q. To simplify the calculation, normalized reflectivity RN is used in 

the fitting: 

mon is the conve

o photon flux; F is the structure factor of the system.   

During the calculation/fitting, except for Tcell, B, and |F|2, all the parameters are 

constant at 
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to compensate for any mis-scaling during 

the nor

β n, where β (0≤β≤1), the fractional 

occupancy factor, is one of the fitting parameters:68.  

Here, X is an overall scale factor, which is used 

malization/calculation, including αmon.   

The roughness factor B is calculated assuming the roughness taking the form of 

partial layering with the occupancy of nth layer as 
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Here Q  cell 

vector.   

To calculate the absolute reflectivity, the following equation can be used:

−− 11 22 ββ

 is the momentum transfer vector, and c is the non-primitive tetragonal unit

104.  
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 actually the normalized reflected signal divided by the normalized direct through 

signal.  Both are integrated signals and normalized to the monitor signal (I0). 

For the specular case (along the surface norma

dent.  But for the off-specular cases, R depends on the geometry of the 

measurement because A an ∆QZ are geometry dependent.  

The resolution of the CTR measurements can be

n of Q, where Qmax is the maximum Q value measured along that specific 

direction.  Further details can be found in reference 104.   

CTR data can reveal nearly all aspects of the structure.  But since it is mostly not 

a model independent method, it requires a sub
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erefore so far 

there ar

Both XSW and CTR method make use of the long range order of the crystalline 

materials.  So both methods require a macroscopic single crystal.  The extended X-ray 

absorption fine structure (EXAFS) method, on the other hand, focuses on the local 

structure around a central atom.  Therefore its requirement for materials quality is less 

demanding.   

EXAFS, like XSW, rely on secondary X-ray processes.  When the incident X-ray 

energy is higher than the absorption edge of the specific atom, the absorption of X-ray 

photon will occur and a photoelectron is excited.  Treated quantum mechanically, the 

wavelength of the photoelectron, λe is 

especially for understanding the complex oxide-aqueous interfaces.  Th

e only limited applications in this field.   

2.4 Extended X-ray absorption fine structure method 

p
h

e =λ          (2.24) 

Here h is Planck’s constant and p is the momentum of the photoelectron.  In the EXAFS 

region, p can be determined by the free electron relation: 

 

0

2

2
Eh

m
−= ν          (2.25) 

Here hν is the incident X-ray photon energy and E

p

0 is the binding energy of the electron.  

The photoelectron can be represented as an outgoing spherical wave from the central 

atom.  The surrounding atoms will scatter the outgoing wave.  The superposition of the 

scattered and the outgoing wave at the center of the absorbing atom, either in phase or out 
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 wave at the center of the 

absorbing atom varies, which results in the modulation of the photo s

erefore the intensity  

EXAFS equation describing such intensity oscillation, χ(k):105  

of phase, modifies the overall cross-section for the absorption of X-rays.  As the X-ray 

energy changes, so does the photoelectron wavelength (i.e., due to its kinetic energy).  

Thus the relative phase of the scattered wave and the outgoing

effect cross- ection 

and th of the fluorescence emitted from the absorbing atom.  An
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Here ( ) 2
0 /2 hEEm −=  is the wave number, Fk

; Ni is coordination number of the neighboring atom; 

σj is me

h as the type of the atoms and it is 

possibl

j(k) and δj(k) are scattering 

properties of the neighboring atom; λ is the photo electron mean free path; Rj is the 

distance to the neighboring atom

an-square disorder of neighbor distance.   

Therefore the EXAFS spectrum contains the information about the surroundings 

of the center photo-emitting atom.  The derivation and the details of the Equation (2.26) 

can be found in reference 105.   

The general knowledge about the surroundings of the center atoms is needed 

before hand when analyzing the EXAFS data, suc

e structure.  When such information is available, by comparing/fitting the 

measured spectrum with the calculated spectrum from a known structure, the local 

structure information, such as the coordination shell position and the coordination 

number of the surrounding atoms can be obtained.   
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 surface of interest as a simple adsorbate, the 

fluores

ntrol the source of the fluorescence signal when working with ion 

adsorption on the single crystal surface.   

When combining complimentarily the in-situ XSW, CTR and EXAFS methods, 

we have the capability of fully probing the atomic scale structure of the EDL at the oxide-

aqueous interface.  

 

EXAFS method, similar to XSW method, is vulnerable to interference from 

background fluorescence signals.  When a relatively large amount of the same element is 

found in the system but not bound to the

cence of such atoms results in a substantial background, and the measured 

spectrum may not reflect the structure of the specifically bound atoms.  Therefore care 

must be given to co
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Chapter 3 Divalent ion adsorption at rutile-aqueous interface: 

Ionic strength independence & absolute coverage 

3.1 Questions raised/addressed about electrical double layer 

The EDL structure near a planar interface can be considered as a one-dimensional 

structure as described in Chapter 1.  For such a structure, the position of the condensed 

layer, i.e., the specifically adsorbed ion height from the surface plane, is an important 

parameter.  In surface complexation models (SCMs, see section 1.1.4), it is usually 

assumed that the bonds between the adsorbate and surface oxygens are bulk-like.  The 

height of the adsorbate is derived from the bond length and geometry of the bulk crystal.  

With this assumption, the SCMs can explain the EDL features.  However, lack of solid 

structure information about the adsorbate at the interface makes it hard to judge the 

different models and extend our understanding further.   

Also normally assumed in SCMs is the independence of the ion height on the 

solution ionic strength.  The dependence of the ion height on the solution pH and/or 

temperature is predicted by some models.10.  It would be nice to have this kind of 

information directly achieved from the structure measurements to directly test these 

models.   

Another important aspect of the EDL is the amount of the ions in the condensed 

and diffuse layer, respectively.  This quantity helps to constrain the distribution of the 

electrostatic potential as well as the ion adsorption strength at an interface.  The predicted 



80 

 

condensed and diffuse layer ion coverages at rutile (110)-aqueous interface from the 

MUSIC model are listed in Table 3.1.106  (Details about MUSIC model can be found in 

references 17 & 18.  The details of application of MUSIC model at rutile (110)-aqueous 

interface can be found in references 22 & 23)  Corresponding experimental data, if 

available, can place additional checks on the validity of the model.   

Table 3.1.  The Stern layer coverages from XSW and CTR measurements and the 
predicted results based on the MUSIC model at rutile (110)–aqueous interface.  All 
solution concentrations and the ionic strength, S, are in the unit of mol/kg.   

 XSW measurements SCM predictions 

 Coverage  
Θ (ML) Solution Condition Coverage 

Θ (ML) Solution Condition  Coverage ratio 
Diff/Stern 

Zn2+ ~ 0.4 pH = 8 & 10;  
[Zn2+] = 10-5 or 10-6 0.47 pH = 8;  

[Zn2+] = 10-5; S = 0.03 0.02 

Sr2+ ~ 0.4 pH = 10.7;  
[Sr2+] = 10-4 0.32 pH = 10.7;  

[Sr2+] = 10-4; S = 0.001 0.04 

Y3+ ≥ 0.1 pH = 6.11;  
[Y3+] = 10-5 0.15 pH = 6.1;  

[Y3+] = 10-5, S = 5 × 10-4 0.01 
0.20 pH = 12; [Rb+] = 1 1.31 Rb+ ~ 0.25-0.50 

(from CTR) 
pH = 12;  
[Rb+] = 1 0.17 pH = 11; [Rb+] = 1 1.30 

 

The XSW method offers a powerful way to directly probe to resolve nearly all of 

the assumptions and questions described above.  For instance, recent measurements with 

a combination of in-situ and ex-situ XSW and EXAFS probe the Sr2+ and Rb+ ion heights 

from the surface Ti-O plane at the rutile (110)-aqueous interface,81. and the heights of 

Sr2+ and Rb+ were reported as 2.75 and 3.35 Å, respectively.  The direct availability of 

this information helps to refine the SCM to gain the new ground on exploring the EDL 

phenomena.107  However, we have recently found that those limited measurements do not 

reflect the intrinsic structure of these ions at the rutile (110)-water interface.  Instead the 
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results were characterized by relatively poor order (presumably due to a large 

contribution from ions adsorbed at defect sites), which has since been determined to be 

due to the roughness of the crystal surfaces used in those measurements. Since then we 

have improved our sample surface preparation process and achieved atomically flat rutile 

(110) surfaces. 87,100   

Here, we present the use of Bragg reflection XSW to probe the variation of 

divalent ions (Sr2+ and Zn2+) distributions at treated single crystal rutile α-TiO2 (110) 

aqueous interfaces, and the influence of background electrolytes and solution ionic 

strength on the divalent ion distributions in EDL.  Additional measurements of absolute 

ion coverages (both total and Stern-layer) reveal insight into the distribution of ions 

between the Stern layer and other adsorption channels.  Gouy-Chapman (GC) and Gouy-

Chapman-Stern (GCS) models of the EDL are discussed for their capabilities to describe 

the adsorption of divalent ions at rutile (110) aqueous interface. Partitioning of ions 

between the condensed and diffuse layers and other sources is discussed. 

 

3.2 Experimental details 

3.2.1 Beamline setup 

The XSW measurements were preformed primarily at beamline X15A at the 

National Synchrotron Light Source (NSLS), Brookhaven National Laboratory and at 

beamline 12-ID-D (BESSRC-CAT) at the Advanced Photon Source (APS), Argonne 
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National Laboratory.  Measurements at the X15A, schematically shown in Figure 3.1, 

used two Ge(111) crystals (the first one with 6° miscut and the second one with no 

miscut) as a double-bounce monochromator to select the photon energy at 17.0 keV for 

both Zn2+ and Sr2+.  Beam size was controlled by slits with typical beam cross section of 

0.1 × 0.4 mm2.  Measurements at the 12-ID-D, schematically shown in Figure 3.2, used a 

symmetrical Si (111) high heat load monochromator to select the X-ray energy of 11.5 

keV for Zn2+ measurements and 17.5 keV for Sr2+ measurements.  A Si(Li) or LEGe 

fluorescence detector was used to collect characteristic X-ray fluorescence signals from 

the crystal surface at a take-off angle ~ 5°.   

Care was taken to choose a beam spot where the rocking curve width and 

reflectivity was a close match to the theory predicted rocking curve for a perfect crystal.  

Experiments were performed on spots where the measured absolute reflectivity was > 

70%, and the rocking curve width was less than 1.5ω, where ω is the expected Darwin 

width of the rocking curve based on the dynamical diffraction theory including dispersion 

due to the specific monochromator that was used.   

Shown in the Figure 3.3 is one example of comparison of the calculated and the 

measured TiO2 (110) rocking curve at beamline X15A.  At E = 17 keV, the b-factor from 

the α = 6° miscut Ge (111) crystal is 
( )
( )

03.0
sin

sin
=

+

−
−=

αθ

αθ

b

bb .  The intrinsic TiO  (110) 

rocking curve (green dashed line) and the rocking curve convoluted with b = 0.03 Ge 

(111) monochromator (black solid line) are only slightly different.  The measured rocking 

2

curve with large beam size (1 mm horizontally and 0.4 mm vertically, red triangles) is  
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Figure 3.1.  Experimental setup at bending magnet beamline X15A, NSLS, BNL. 

 

 

Figure 3.2.  Experimental setup at undulator beamline 12ID-D, BESSRC-CAT, 
APS, ANL.   
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Figure 3.3. Comparison of the measured and the calculated TiO2 (110) rocking 

curves at E = 17 keV.  The calculated TiO2 (110) intrinsic rocking curve (green dashed 
line) and the convoluted rocking curve with a 6° miscut Ge (111) monochromator (b = 
0.03, black solid line).  The measured rocking curve with a (horizontal × vertical) beam 
size of 1 × 0.3 mm2 (red triangles) and 0.4 × 0.1 mm2 (blue dots).   
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significantly wider than the calculations.  The one measured with the smaller beam size 

(0.4 mm × 0.1 mm, blue dots), however, are close enough to the calculation to work with. 

3.2.2 Sample handling 

The measurements were performed in-situ in a thin-film cell as show in Figure 3.4.  

Solution can be injected into the cell through the tube with a syringe.  Equilibration of the 

sample surface was obtained when the solution was injected into the cell, and the sample 

was exposed to a ~ 1 mm thick aqueous solution layer, held between the Kapton film and 

the sample surface.  To ensure full equilibration of the surface at proper solution 

conditions, 10 to 15 minutes was allowed after each injection, and the solution exchange 

was repeated at least three times for each solution. 

At the experimental concentrations of the measured adsorbate that were used (10-5 

or 10-4 mol/kg), a single solution injection contains a substantial excess of ions with 

respect to the nominal available surface site density, expressed in units of monolayer 

(ML).  (We define 1 ML as 1 ion per TiO2 (110) surface unit cell. With a surface unit cell 

area of 6.50 Å × 2.96 Å = 19.24 Å2, 1 ML = 5.3 × 1014 ions/cm2 = 8.8 µmol/m2.)  

Assuming that there are two adsorption sites per surface unit cell, the maximum available 

site density corresponds to 2 ML.  However, the theoretical site density of 1 ML is in 

excess of the expected adsorption density given previous measurements of proton charge 

at the rutile-water interface [~ -0.5 C/m2 = 5.2 µmol/m2 = 0.6 ML].108  Before each XSW 

measurement, the solution between the Kapton film and the sample surface was 

minimized with a small negative pressure and sealed to maintain a minimal solution  
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(A)      (B) 

Figure 3.4. (A), photo of the sample cell on the diffractometer; and (B) the 
schematic of the sample cell: the sample is held in place with a thin Kapton film.  The 
solution can be injected or removed through the tube.  A thin layer of solution is sealed 
on top of the sample surface during the measurements.  
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thickness of ~ 2 µm during the XSW measurements.  The cell was held in a controlled 

atmosphere of pure N2 gas to minimize any diffusion of atmospheric gases (e.g., CO2) 

through the Kapton film. Adsorption was found to be fast with respect to the exposure 

time. 

Polished rutile (110) single crystals (10 mm × 10 mm × 1 mm) were obtained 

from Princeton Scientific with a typical miscut of 0.1° to 0.2° with respect to the (110) 

crystallographic plane.  The crystal surface was treated with the following procedure: (1), 

ultrasonic cleaning in, successively, deionized (DI) water, 1% HNO3, high purity 

methanol, DI water, 10% H2O2 and again, DI water; (2), annealing of the vacuum-dried 

crystals at 1000-1100 °C for one hour in an air furnace; (3), hydrothermal reaction in DI 

water in a Teflon cup housed within a pressure vessel at 220 °C for 12 hours; and (4), a 

final ultrasonic treatment in DI water.  The treated samples were then stored in deionized 

water in sealed Teflon cells until the X-ray measurements were performed. 

Sample preparation is very important for the ion adsorption measurements.  AFM 

images of rutile samples as received from the manufacturer, shown in Figure 3.5 (A), and 

after annealing and hydrothermal processing, shown in Figure 3.5 (B), reveal that the 

original surface is very rough while large (> 0.1 µm across) atomically flat terraces are 

observed separated by steps with single unit cell height (3.25 Å) after the treatments.  

CTR measurements of the treated surface (see Chapter 5) show no evidence of the (1 × 2) 

or other surface reconstructions as observed for oxygen depleted surfaces prepared by 

sputtering and annealing in high vacuum.31, ,109 110  Representative XSW results for Sr2+ 
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(A)     (B) 

Figure 3.5.  AFM images of the rutile (TiO2) (110) surface (A) As-received and 
(B) after 1000 °C annealing in air. Both images are 2 µm × 2 µm in area.  The treated 
surface shows the atomic scale flat terraces separated by steps with single unit-cell height.   
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and Rb+ adsorption at rutile (110) surface on these treated samples, as shown in Figure 

2.4 (B), are quantitatively different from previously reported results.81.  These data show 

that the Sr2+ ion has a relatively large coherent fraction (0.51) while Rb+ ion has a 

coherent fraction that is consistent with zero.  These values differ from previously 

reported values measured on untreated samples that showed a substantially lower 

coherent fraction for Sr2+ (< 0.3) and a marginally non-zero coherent fraction for Rb+ (< 

0.25).  Given the large differences in surface topography, the differences in the earlier 

results can be associated with adsorption of the ions at surface defect sites associated with 

the more highly roughened untreated rutile surfaces.  Given the high reproducibility of 

the results described below (with duplicate measurements on the same sample as well as 

measurements on separately-prepared samples) and the ideal nature of the surface 

topography observed in the AFM image, we believe that the present results reflect the 

intrinsic ion adsorption behavior at the rutile-aqueous interface.  

 

The detailed solution conditions, the ionic strengths, and the calculated Debye 

lengths of each solution are listed in Table 3.2 and Table 3.3 for Zn2+ and Sr2+ 

measurements, respectively.  The Debye length was calculated with the relation 

2
02Se
Tk

Λ Bε
= , where ∑ ∞

ii nzS 2

2
1  is the ionic strength; z=

i
i and ni

∞ are the charge and 

bulk concentration of the i  ion species, respectively; eth
0 is the elementary charge; ε is the 

permittivity of the solution, where the bulk water permittivity ε(H2O) = 78.54 × 8.85 × 

10  C /J/m is used; k-12 2
B = 1.38 × 10  J/K is the Boltzmann constant, and T is the absolute 

temperature, for which room temperature 298 K is used.  For the ionic strength  

-23
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Table 3.2.  The solution conditions for Zn2+ measurements (all concentrations in 
the unit of mol/kg), the ionic strength S (mol/kg, by assuming the density of solution 1 
kg/L, it is equivalent to mol/L), and the calculated Debye length, Λ, (Å) of the EDL 
diffuse layer.  Also listed in the table are the measured coherent positions, P; and 
coherent fractions, f; and the total-coverage, Θtot (in the unit of Mono-Layers [ML]) with 
the statistical uncertainties from each single measurement.   

Label [Zn2+] [Na+] [Cl-] [Tr-] pH S Λ (Å) P f Θtot (ML)
Zn-1 10-5 0 0 2×10-5 8 3×10-5 554 0.91(1) 0.63(3) 0.35 
Zn-2 10-5 0.01 0.01 2×10-5 8 0.01003 30 0.90(1) 0.61(2) 0.6 
Zn-3 10-5 0.1 0.1 2×10-5 8 0.1 9.6 0.91(1) 0.72(3) 0.2 
Zn-4 10-5 0.1 0 0.1 8 0.1 9.6 0.91(1) 0.72(2) 0.4 
Zn-5 10-5 1 1 2×10-5 8 1 3.0 0.93(1) 0.60(2) 0.45 
Zn-6 10-5 10-4 10-4 Br- 2×10-5 8 1.3×10-4 266 0.93(1) 0.72(4) 0.5 
Zn-7 10-5 5×10-4 5×10-4 Br- 2×10-5 8 5.3×10-4 132 0.92(1) 0.70(2) 0.5 
Zn-8 10-4 5×10-4 5×10-4 Br- 2×10-4 4.3 8×10-4 107 - - 0.2 
Zn-9 10-5 0.1 Rb+ 0.1 2×10-5 7.9 0.1 9.6 0.92(1) 0.68(1) 0.6 
Zn-10 10-5 0.1 Rb+ 0.1 2×10-5 7.9 0.1 9.6 0.94(1) 0.65(1) 0.6 
Zn-11 10-6 0.1 Rb+ 0.1 2×10-6 10 0.1 9.6 0.91(1) 0.73(1) 0.6 
Zn-12 10-6 0 0 2×10-6 10 1.02×10-4 302 0.90(1) 0.56(1) 0.5 
Zn-13 10-6 0 0 2×10-6 10 1.02×10-4 302 0.89(1) 0.65(2) 0.5 
Zn-14 10-5 0 0 2×10-5 7.9 3.08×10-5 549 0.92(1) 0.57(2) 0.55 
Zn-15 10-5 0 0 2×10-5 7.9 3.08×10-5 549 0.91(1) 0.37(2) 0.3 
Zn-16 10-5 0 0 2×10-5 8 3.1×10-5 547 0.97(1) 0.52(2) 0.5 
Zn-17 10-5 0 0 2×10-5 8 3.1×10-5 547 0.99(1) 0.39(1) 1.4 
Zn-18 10-5 0 0 2×10-5 8 3.1×10-5 547 0.96(1) 0.46(1) 0.5 
Zn-19 10-5 0 0 2×10-5 8 3.1×10-5 547 0.97(1) 0.38(1) 1.1 
Zn-20 10-5 0.1 0.1 2×10-5 8 0.1 9.6 0.90(1) 0.64(3) 0.20 
Zn-21 10-5 0 0 2×10-5 8 3.1×10-5 547 0.88(1) 0.70(3) 0.30 
Zn-22 10-5 0 0 2×10-5 8 3.1×10-5 547 0.84(2) 0.45(5) 0.10 
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Table 3.3.  The solution conditions for Sr2+ measurements (all concentrations in 
the unit of mol/kg), the ionic strength S (mol/kg, by assuming the density of solution 1 
kg/L, it is equivalent to mol/L), and the calculated Debye length, Λ, (Å) of the EDL 
diffuse layer.  Also listed in the table are the measured coherent positions, P; and 
coherent fractions, f; and the total-coverage, Θtot (ML) with the statistical uncertainties 
from each single measurement.   

Label [Sr2+] [Na+] [Cl-] [OH-] pH S Λ (Å) P f Θtot (ML)
Sr-1 10-4 5×10-4 2×10-4 5×10-4 10.7 8×10-4 107 0.91(1) 0.51(2) 0.6 
Sr-2 10-4 5×10-4 2×10-4 5×10-4 10.7 8×10-4 107 0.91(1) 0.62(2) 0.5 
Sr-3 10-4 0.01 0.01 5×10-4 10.7 0.01045 30 0.92(1) 0.59(2) 0.6 
Sr-4 10-4 0.1 0.1 5×10-4 10.7 0.10045 9.6 0.91(1) 0.65(2) 0.4 
Sr-5 10-4 1 1 5×10-4 10.7 1.00045 3.0 0.93(1) 0.74(2) 0.3 
Sr-6 10-4 1 1 5×10-4 10.7 1.00045 3.0 0.91(1) 0.74(2) 0.3 
Sr-7 10-4 8×10-4 5×10-4 Br- 5×10-4 10.7 1.1×10-3 92 0.93(1) 0.66(2) 0.5 
Sr-8 10-4 3×10-4 5×10-4 Br- 5×10-4 10.7 1.1×10-3 92 0.91(1) 0.37(1) 1.0 
Sr-9 10-4 3×10-4 5×10-4 Br- 5×10-4 10.7 1.1×10-3 92 0.95(1) 0.31(2) 1.2 
Sr-10 10-4 0.0092 0.0092 Br- 5×10-4 10.7 0.0099 30.6 0.91(1) 0.57(1) 0.7 
Sr-11 10-4 0.0092 0.0092 Br- 5×10-4 10.7 0.0099 30.6 0.91(1) 0.60(1) 0.7 
Sr-12 10-4 0 2×10-4 5×10-4 10.7 8×10-4 108 0.92(1) 0.54(4) 0.3 
Sr-13 10-4 0 2×10-4 5×10-4 10.7 8×10-4 108 0.90(2) 0.54(5) 0.4 
Sr-14 10-4 0 2×10-4 5×10-4 10.7 8×10-4 108 0.91(1) 0.51(2) 0.6 
Sr-15 10-4 0 2×10-4 5×10-4 10.7 8×10-4 108 0.93(1) 0.29(2) 1.1 
Sr-16 10-4 0 2×10-4 5×10-4 10.7 8×10-4 108 0.93(1) 0.56(1) 0.7 
Sr-17 10-4 0 2×10-4 5×10-4 10.7 8×10-4 108 0.93(1) 0.53(1) 0.8 
Sr-18 10-4 0 2×10-4 5×10-4 10.7 8×10-4 108 0.95(1) 0.55(1) 0.8 
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The measurements of cation height as a function of ionic strength were arranged 

so that the background electrolyte was varied from low to high concentrations whenever 

the solution change is performed.  After the measurements for a specific EDL ion were 

finished, the sample surface was cleaned by the same injection process with dilute HCl 

(pH = 3) and deionized water several times each.  A fluorescence spectrum was taken at 

the end of the cleaning process to ensure that there were no divalent ions, either on the 

surface or in the solution, before the next solution was injected.  When subsequent 

dependence measurements, the pH and the divalent ion concentration were held constant 

for all solutions: [Sr2+] = 10-4 mol/kg at pH = 10.7 and [Zn2+] = 10-5 mol/kg at pH = 8.0.  

pH was adjusted with NaOH for the Sr2+ solutions.  For the Zn2+ solutions it was 

controlled by the addition of HTr (Tr- refers to trifluoromethanesulfonate—CHF3O3S-, a 

synthetic, non-complexing, monovalent anion) and buffered by the addition of 

Tris(hydroxymethyl)aminomethane (Tris—NH2C(CH2OH)3).   

Ionic strength was controlled in both cases by the addition of NaCl. Four different 

concentrations were measured for each ion at [NaCl] = 0, 0.01, 0.1, and 1 mol/kg.  

Additional measurements were performed to check the sensitivity of the condensed layer 

ion height to the divalent ion concentration, pH (by using solutions with [Zn2+] = 10-6 

mol/kg at pH = 10 and [Zn2+] = 10-4 mol/kg at pH = 4.3), and background electrolytes 

(with solutions containing [NaBr] = 5×10-4 mol/kg for both Sr2+ and Zn2+ measurements; 

[NaTr] = 0.1 mol/kg and [RbCl] = 0.1 mol/kg for Zn2+ measurements).  For most of the 

solutions, we repeated the measurement at least once to test stability and reproducibility 

of the adsorbed divalent ion heights. 
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solutions differed only in background electrolyte concentration, the new solution was 

introduced simply by flushing it a few times through the cell. 

 

3.2.3 Data taking  

The stability of the sample cell and surface composition are monitored by X-ray 

fluorescence during the course of the measurements.  Ti Kα fluorescence from substrate 

rutile crystal (at 4.5 keV) is strongly attenuated by the solution and Kapton film at the 

experimental take-off angle of ~ 6°.  Consequently the Ti signal is sensitive to the 

aqueous layer thickness, which in turn affects the fluorescence signal of the metal ions 

through linear attenuation. Constancy of the Ti signal during each experiment implies 

that the aqueous layer thickness is stable. The Kα fluorescence of EDL ions (e.g., Sr2+), 

on the other hand, is sensitive to the total amount of ions in the sample cell (including 

adsorbed and bulk solution ions, with the latter contribution expected to be proportional 

to the solution thickness).  This provides information about EDL stability, the degree to 

which ion coverages have equilibrated, and any X-ray beam induced perturbation. 

The absolute total coverage of Zn2+ was calibrated with a Ga-implanted silicon 

wafer with a density of 1.2 × 1015 Ga atoms/cm2 (with additional corrections for different 

elements such as atomic cross section, fluorescence yield ratio, attenuation through the 

water layer and detector efficiencies at the specific energies).  The Sr2+ coverage was 

calibrated with a Sr implanted silicon wafer with a density of 1 × 1015 Sr atoms/cm2.  

Given our experimental cell geometry with an expected ~ 2 µm thick solution layer, the 
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amount of ions in the bulk solution would be no more than 1.2 × 1013/cm2, i.e., ~ 0.02 

ML, which is much smaller than the expected or measured ion coverage in the EDL, 

normally > 0.2 ML and typically ~ 0.5 ML for the divalent ions (see Table 3.2 and Table 

3.3).  This suggests that the signal from the bulk solution ions is negligible.  Thus the 

XSW measurements reflect the intrinsic distributions of the EDL ions as opposed to bulk 

solution ions.  The bulk solution thickness is also substantially greater than the Debye 

length, Λ, in our experiments, which should be less than a few hundred Angstroms.  Thus 

these XSW measurements reflect the EDL distribution at a free surface-solution interface 

without any complications associated with overlapping diffuse layers. 

 

3.3 Results and discussions 

3.3.1 Cation adsorption 

For the specifically adsorbed ions Sr2+ and Zn2+, the effect of background 

electrolyte concentration on the adsorbed cation heights was explored first.  XSW data in 

Figure 3.6 show, for the measurements of Zn-1 through Zn-5, measured TiO2 (110) 

reflectivity, R(θ), and Zn2+ fluorescence signals, YZn(θ), as a function of the incident 

angle, θ - θb, where θb is the Bragg angle, with the best fit to the data using Equation 

(2.2).  Similar data for Sr2+, i.e., measurements Sr-1 through Sr-5, are plotted in Figure 

3.7.   

The variation of the nominal ion height, δ110 (= P110 * d110), vs. the solution ionic 
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strength, S, for measurements Zn-1 through Zn-5 and Sr-1 through Sr-5 are summarized 

in Figure 3.8 (A) and (B), respectively.  The ion heights do not change significantly as 

function of ionic strength over the whole data range.  Though there is no apparent trend 

of δ110 vs. S, the data are fitted to a functional form, δ110 = k * ln(S) + δ110
0.  These data 

are summarized by k = 0.006 ± 0.004 and δ110
0 = 3.00 ± 0.02 Å for Sr2+; k = 0.005 ± 

0.006 and δ110
0 = 2.98 ± 0.03 Å for Zn2+.  If we initially assume that there is a single ion 

adsorption site for each of these ions and that the diffuse layer distribution has no effect 

on the derived heights (these assumptions will be discussed in more detail later in this 

chapter), these data can be simply interpreted, and imply that the height of adsorbed Zn2+ 

or Sr2+ changes by only ~ 0.03 ± 0.06 Å and ~ 0.06 ± 0.06 Å, respectively, while the 

background electrolyte concentration in the solution changed by more than 3 orders of 

magnitude.  Given that the statistical uncertainty of an individual measurement is about ± 

0.03 Å, (and the systematic error may well be as large as 0.1 Å) this implies that there are 

no significant changes in the coherent positions of Zn2+ and Sr2+ ions in our 

measurements.   

Summarizing all the available ion heights data from different and repeated Zn2+ 

and Sr2+ measurements, as shown in Figure 3.8 (C) and (D), again, there is no observable 

trend of δ110 vs. S other than the fluctuations maybe due to the systematic errors.  For Sr2+, 

all the δ110 value falls into the region δ110 = 3.02 ± 0.10 Å, i.e., P110 = 0.93 ± 0.03; and for 

Zn2+, most of the data points also fall into δ110 = 3.02 ± 0.10 Å, i.e., P110 = 0.93 ± 0.03.   
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Figure 3.6.  XSW measurements of Zn2+ ion heights at TiO2 (110)–aqueous 
interface at different solution ionic strength S.  At the bottom is the normalized TiO2 (110) 
reflectivity curve.  The normalized fluorescence curves are shifted up by integer units, for 
Zn-2 through Zn-5.  The solutions were all controlled at [Zn2+] = 10-5 mol/kg and pH = 8 
by the addition of HTr and Tris.  The electrolyte medium is NaCl in all but one case (Zn-
4), where 0.1 mol/kg NaTr instead of 0.1 mol/kg NaCl is used.  See Table 3.2 for more 
details.  
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Figure 3.7.  XSW measurements of Sr2+ ion heights at TiO2 (110) –aqueous 
interface at different solution ionic strength S.  At the bottom is the normalized TiO2 (110) 
reflectivity curve.  The normalized fluorescence curves are shifted up by integer units for 
Sr-2 through Sr-5.  The solutions were all controlled at [Sr2+] = 10-4 mol/kg and pH = 
10.7, adjusted by adding NaOH.  The electrolyte medium is NaCl in all but one case (Sr-
4), where 0.1 mol/kg NaTr instead of 0.1 mol/kg NaCl is used.  See Table 3.3 for the 
detail information about the solutions and results.   
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Figure 3.8.  The coherently adsorbed ion heights, δ110, vs. the solution ionic 
strength, S, for (A) Zn2+ ion, measurements Zn-1 to Zn-5; and (B) Sr2+ ion, Sr-1 to Sr-5.  
The lines are the fits to the experimentally derived data points with the functional form: 
δ110 = k ln(S) + δ110

0.  For Sr2+: k = 0.006 ± 0.004, and δ110
0 = 3.00 ± 0.02 Å.  And for 

Zn2+: k = 0.005 ± 0.006, and δ110
0 = 2.98 ± 0.03 Å.  All the measurements included, the 

ion heights for (C) Zn2+ and (D) Sr2+ are both around 3.0 Å.   
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Because the XSW measurement sees all of the ions in the system, the total 

coverage may not be directly related to the structure of the EDL.  Therefore it is improper 

to compare the measured total ion coverage with the prediction from the MUSIC model.  

To focus on the EDL ions, or more specifically, the condensed layer ions, a few concepts 

need to be introduced.  The Stern (condensed layer) coverage, Θ

Since the EDL ions balance the surface charge leading to electrical neutrality, the 

surface charge density, the total number of the adsorbed counterions, and the ion 

distribution should be constant for a given solution condition.  It has been suggested that 

ion adsorbs as the outer-sphere complex at the interface in some cases based on the 

powder titration data.107.  If this is true, background electrolyte ions should directly 

compete with the specifically adsorbed ions (in the condensed layer).  Therefore it would 

be expect to have changes in the ion distribution as a function of ionic strength and/or 

other solution variables.  Such kind of changes would be clearly revealed by the 

measured coherent fraction, f, which is determined by the spatial distribution of the 

specifically adsorbed ion, and the EDL ion coverage, which would be controlled by the 

surface charge and the ratio of the charge of background electrolyte in the diffuse layer to 

that of the specifically adsorbed condensed layer ions.  The prediction from the MUSIC 

model can be checked against the measurements under the similar conditions.  The 

coherent fractions, f, and the total coverages, Θtot, of the specifically adsorbed divalent 

ions are summarized in Figure 3.9.  First of all no significant trends vs. ionic strength are 

found; in stead, the data vary strongly from one measurement to another.  

Stern, i.e., the density of 

specific adsorbed ions, can be derived from the product of the ordered fraction parameter,  
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Figure 3.9.  Measured coherent fractions, f, and total ion coverages, Θtot, as 
function of ionic strength, S, for Zn2+ in (A) and (C), and Sr2+ in (B) and (D) 
measurements.   
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C, and the total coverage, Θtot, as ΘStern = C * Θtot.  Because C is not a directly 

measurable parameter, coherent coverage, defined as Θcoh = fH * Θtot, is used as an 

approximation of ΘStern.  This implicitly assumes that aH ~ 1, i.e., there is a single specific 

adsorption height.   

In the case of multiple adsorption sites, i.e., aH < 1, there will be a systematic 

difference between Θcoh and ΘStern, such that Θcoh will always be equal to or smaller than 

ΘStern.  (E.g., in the extreme case where aH = 0, we find that Θcoh = 0 while ΘStern can be 

non-zero.)  The incoherent coverage, Θincoh = Θtot - Θcoh, corresponds to all ions not in the 

Stern layer, including those in the diffuse layer, bulk solution, and precipitates etc.  And 

for XSW method, there is no way to obtain the coverage information for a single 

‘incoherent’ source separately (say, diffuse layer) if all the sources co-exist.  So the ion 

coverage in the diffuse layer is not a directly measurable parameter.  However, there is 

linkage between the diffuse layer coverage and the coherent fraction and therefore limits 

can be set for the diffuse layer coverage.  This will be discussed later in the context of the 

EDL model.   

To probe whether the specifically adsorbed ion height depends upon the Stern-

layer coverage, the measured coherent positions, P110, are plotted as a function of 

coherent coverages, Θcoh, as shown in Figure 3.10 (A) & (B).  The coherent positions of 

Zn2+ seem to increase slightly with the coherent coverage.  However, the data points 

shown as yellow squares are those where the pH may be smaller than the nominal value 

(due to pH = 3 HCl acid flushing through the cell just prior to the measurements).  The 
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data points shown as red triangles are found to have a substantially higher than expected 

total coverage (> 1.4 ML) and consequently may not be directly comparable to the other 

data.  With these points excluded, the coherent positions are found to be scattered 

randomly around the value of P110 = 0.93 for both Sr2+ and Zn2+ and show no significant 

trend as a function of coherent coverage.  

When compared with the predicted Stern-layer coverage, the measured coverages 

do not covert to a single number at all.  To find out whether there is any general trend 

about the Stern-layer coverage and whether the distribution of ions between the Stern and 

diffuse layers depends upon the total coverage, plots of Θcoh vs. Θtot for both Sr2+ and 

Zn2+ are shown for all of our XSW measurements using the rutile (110) Bragg reflection 

in Figure 3.10 (C) and (D).  These plots immediately reveal that both sets of data can be 

divided into two regions.  At low values of Θtot, Θcoh increases linearly with increasing 

Θtot.  Above a threshold value, i.e., Θtot ~ 0.6 ML, Θcoh apparently saturates at Θ0
coh.  In 

both cases, we find that Θ0
coh ~ 0.4 ML.  Since this is a lower limit on the coverage 

considering that a110 may be less than 1, we conclude that the maximum surface 

adsorption site density for Sr2+ and Zn2+ is ≥ 0.4 ML (= 2.2 × 1014 /cm2) at TiO2 (110)-

aqueous interface, in good agreement with the prediction from the MUSIC model as 

shown in Table 3.1.  
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(C)      (D) 

Figure 3.10.  Coherent position, P, vs. coherent coverage, Θcoh, for (A) Zn2+ and 
(B) Sr2+; and coherent coverage, Θcoh, vs. total coverage, Θtot, for (C) Zn2+ and (D) Sr2+.  
For the total coverage and coherent coverage, the uncertainties were assigned to 0.05 ML.  
It is the typical number, valid in most cases.  In (A), the yellow square points are the 
measurements following the acid flushing through the sample cell thus might be at lower 
pH.  In (C) and (D), different markers indicate the different experiment sets measured, 
e.g., the blue squares are from the ionic strength dependence measurements and the pink 
squares with cross inside are from the triangulation measurements (see Chapter 4).   
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3.3.2 Anion adsorption 

A more subtle issue concerns the role of anions in controlling and/or influencing 

cation adsorption.111  Anions might form ternary sorption complexes with the multi-

valent cations at the interface, e.g., adsorption of ZnCl+ or ZnCl2
0 instead of Zn2+ at the 

rutile water interface.  We explored this effect in two ways.  First, we searched for 

changes in the cation height for various background anions (Cl-, Br-, and Tr-) and/or 

indifferent cations (i.e., Na+ and Rb+). There was no observed effect on the height of the 

specifically adsorbed divalent cations (Table 3.2 and Table 3.3), as was the case with 

NaCl as a background electrolyte, confirming the similarity of behavior of both Sr2+ and 

Zn2+ in the presence of Cl- and Br- as anions. Second, we directly probed specific anion 

adsorption using Br- as the anion.   

We observed during these measurements that the Br- fluorescence signal, which 

initially was very low, increased substantially with time.  The total coverage of Sr2+ and 

Br- ions vs. time (at pH = 10.7, [SrBr2] = 10-4 mol/kg, and [NaBr] = 3×10-4 mol/kg), and 

the bulk Ti signal as a monitor of solution thickness, is shown in Figure 3.11 (A).  All 

three sets of signals were fit to linear trends to monitor the systematic variations.  The 

slightly non-zero slopes are positive and negative for Ti and Sr2+, respectively, which can 

be explained by a slight (< 10%) reduction in solution thickness during the course of 

these measurements as estimated from the Ti signal, (the Ti_Kα fluorescence increased 

by ~ 7% at ~ 5° take-off angle,), and associated increase in the Sr signal.  Both coherent 

positions and coherent fractions of Sr2+ are unchanged over these measurements, as 
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shown in Figure 3.11 (B), indicating that the EDL cation distribution is stable.  The slope 

for Br- coverage, however, is relatively large, such that the derived Br- coverage 

eventually exceeds that of the adsorbed Sr2+.  Extrapolating this time variation to zero 

(when the sample was first exposed to the X-ray beam), we find that the intrinsic Br- 

coverage is ~ 0.04 ML, which is approximately the expected value from Br- ions in the 

bulk solution.  In a short period randomly checking a few different points on the sample 

surface, we find similar Br signal level, which suggests the change is not localized to the 

region on which X-ray is shining.  Flushing the cell with fresh solution returns the Br 

signal to its original low level and grows with time following the same trend.  The cause 

of this increasing Br- signal is not understood at this time, but appears to be due to an X-

ray induced perturbation (e.g., due to charge build up on the Kapton window).   

Once the Br- fluorescence signal was strong enough, XSW analysis was carried 

out.  It showed no significant Br- ordering at the interface, as indicated by the measured 

coherent fractions for Br that are, within error, equal to zero, as shown in Figure 3.11 (C).  

Together, the observations of negligible Br- coherent fractions and an intrinsic Br- 

coverage that is consistent with a bulk Br- concentration, suggest that under our 

experiment condition there is no significant Br- co-adsorption with Sr2+ at the rutile (110) 

interface.  The time dependence of the Br- signal was unlike all the other ions that we 

studied with XSW (Sr2+, Zn2+, and Y3+--shown later) where the fluorescence signal was 

typically stable over long periods of time.  In some cases (e.g., Zn2+), increases in the ion 

coverage were observe after extended X-ray beam exposure which we associate with X-

ray beam induced precipitation.   
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Figure 3.11.  (A), The total fluorescence signals of Sr2+, Br-, and Ti in the system 
as a function of time; (B), The measured coherent positions and coherent fractions of Sr2+ 
as function of time; and (C), The measured Br- fluorescence signal at the TiO2 (110) 
Bragg peak at the time marked with the arrow in (A). 
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3.3.3 Quantitative comparison to EDL model 

The observations described above provide a first-order description of changes in 

ion distributions with solution conditions, but in interpreting these data we have assumed 

that the measured coherent positions simply reflect the condensed layer ion position.  In 

principle, contributions to the measured values of fH and PH from the condensed and 

diffuse layers and other sources must all be considered with a full EDL model to test 

these assumptions.  We can compare the existing models of the EDL to the experimental 

data described above. The Bragg XSW coherent position and coherent fraction values can 

be calculated by Fourier transformation of the model ion distribution profiles ρ(z) with 

Equation (2.3), and compared to the experimental data to determine the essential 

elements and the uniqueness of the ion distribution profile. 

Here we compare two general EDL models (described previously in section 1.1.2), 

the Gouy-Chapman (GC) model, as shown in Figure 3.12 (A), and the Gouy-Chapman-

Stern (GCS) model, as shown in Figure 3.12 (B).  Both models have diffuse ion 

distributions, with an exponential variation of ion density far from the interface. Near the 

interface the GCS model has a separate discrete condensed layer while the GC model is 

assumed to have a saturated ion density with a finite width.   

The normalized ion distribution function of GC model is: 



108 

 

 

 

 

 

Figure 3.12.  Schematic of the EDL ion distribution profile. (A). GC model; (B). 

 

GCS model; (C). Gaussian smeared GC model. (D). Gaussian smeared GCS model.   
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0

∞

system; the normalized distribution function is ρ(z)/Θtot; therefore, the fraction of the ions 

in the EDL is

ρ , is the total amount of the ions in the 

 ( ) max1max 1/1/ zcΘzzCΘΘc 0tot0totEDLEDL ⋅−≈−⋅−==

rface charge; c0 = C0/Θtot; C0 is the ion concentration in the

, which is related 

to the total su  bulk solution; x 

) is the partition number of the EDL ions in the condensed layer, i.e., the 

occupation fractions of the ions in the condensed and diffuse layer are 

( 10 ≤≤ x

EDLcx ⋅  and 

cx ⋅−1 , respectively; ( ) ED ∆zz +=L 01

the interface, i.e., the so-called d-plane height; z

, is the starting position of the diffuse layer from 

0 is the center position of the condensed 

layer, i.e., the so-called β-plane height; ∆ is the distance from the d-plane to the β-plane, 

(for the case of reference 9, ∆ = 0);  zmax is the total thickness of the solution, and Λ is the 
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Usually Gbulk(q), which represents the contribution of the ions from the bulk 

solution, has an amplitude orders of magn ms.   

σ

itude smaller than the other ter

respectively.  Replacing G(q) in Equation (2.3) with Equations (3.3) or (3.4), it can be 

H, and the coherent positio H

 a

means that all the ed le 

C and σD are the Gaussian function width for condensed and diffuse layer, 

calculated the coherent fraction, f n, P , from any arbitrary ion 

distribution t a given q.  For instance, for the GCS model, when x = 1, and c0 = 0, which 

ions are in the condens  doub layer, it is: 
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indicating the height of the condensed layer ions in term of dH.  We thus directly obtained 

from PH the condensed layer height: HH dPz ⋅=0 , referenced to the projected bulk lattice 

planes.  The Gaussian term, accounting for factors such as the thermal vibration, does not 

affect the coherent position.  And when x = c0 = ∆ = 0, both models give the same 

diffuse layer only model.   

There are potentially other sources of ions in the system not included in the 

models, such as the precipitation and adsorptions onto the plastic window of the sample 

cell.  These other sources of ions, normally randomly or homogeneously distributed over 

a broad range, say, from z  to z , would have contributions similar to what bulk 

solution ions do.  Therefore, strictly speaking, we can generalize the G (q) term to 

include all the sources of ions other than those in the EDL with a summation, 

start end
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fractional occupation, the start and the end positions of the distribution range for the ith 

source, respectively.  Specifically, for the bulk solution part discussed above, ci = c0, 

zi_start = z1, and zi_end = zmax.  Given the similarity of contribution from these sources, it is 

safe to consider them all as bulk solution ions, with the equivalent bulk concentration as 

=
iq

qG endistartii
others

__ , where ci, zi_start, and zi_end are the 
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periodic character of the exponential term, i.e., 

0c  (and hereafter, c0 in the text refers to ).  Considering the c0

( )[ ] [ ]iqzqzi exp2exp =± π , and the fact 

that normally zi_end >> zi_start, it can also be approximated that 

[ ] [ ]endistarti iqziqz __ expexp = , i.e., Gothers(q) = 0.  This demonstrates that the randomly 

distributed sources do not have any contribution to the phase of the Fourier 

transformation, i.e., the coherent position, PH.  They do, however, reduce the amplitude 

of the Fourier transformation, i.e., the cohere cEDL as c0 nt fraction, fH, by reducing 

increases for a given EDL system.   

The coherent fraction fH and coherent position PH are calculated as the function of 

the fraction of EDL ions in the condensed layer, x, and the diffuse layer Debye length, Λ, 

for both models.  It is assumed in the calculation that the amount of ions in the EDL is 10 

times as large as that in the bulk solution, i.e., ( ) 10/1max EDL0 czzc =−⋅ , (cEDL = 0.91,) 

which is the upper limit of the amount of ions from the bulk solution under our 

experimental conditions assuming no other sources of ions present.  Typical values of 

zmax = 2 µm, z0 = 3.0 Å, and ∆ = 2.0 Å are used.  Based on the total ion concentration, the 

Debye length of the diffuse layer Λ is estimated between 3 and 600 Å and a few 

representative values, 4, 24, 70, and 104 Å, are picked for the simulations.  The Gaussian 

distribution widths are set as 0.1 and 1 Å for ions in condensed and diffuse layer, 

respectively, which are based on the typical number of vibration amplitude of the ions in 

the bulk rutile crystal (< 0.1 Å) 112 and for water molecules near an interface (~ 1 Å).40,73  
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The calculated coherent fraction as a function of the condensed layer ion partition 

number for both GC and GCS models at different Debye lengths are plotted in Figure 

3.13 (A) and (B).  For all the simulations, zmax = 2 µm, z0 = 3 Å, and ∆ = 2 Å except for 

GCS5, where ∆ = 2.5 Å; cEDL = 0.91 except for GCS4, where cEDL = 0.5; Λ = 4 Å for 

GCS1 and GC1, Λ = 24 Å for GCS2, Λ = 137 Å for GCS3, Λ = 104 Å for GCS4 and 

GCS5, and Λ = 70 Å for GC2.  The GC model, which predicts almost zero coherent 

fractions all the time, does not describe the divalent ion distribution at TiO2 (110) 

aqueous interface properly since we observed much higher coherent fractions in all the 

measurements.  For instance, for the Sr2+ solution with [NaCl] = 0.01 mol/kg, the 

measur

nation for the 

measured coherent fraction data.  This proves that under our experimental conditions, the 

divalent ions form a condensed layer with a well defined position at rutile (110)-aqueous 

interface.  Consequently we focus on GCS model hereafter.  The calculated coherent 

fractions for different values of Λ are indistinguishable.  They are falling exactly on the 

same line when all the other parameters are the same.  Thus it is clear that the coherent 

fraction is independent of the diffuse double layer Debye length Λ (as expected since the 

period of the Bragg X-ray standing wave field is substantially smaller than the Debye 

length).  Instead it is determined primarily by the partitioning of ions in the condensed  

ed coherent fraction fH = 0.59.  But according to the calculation with GC model, 

for the expected condition of Λ = 30 Å, the coherent fraction would be ~ 0 for any value 

of condensed layer occupation.   

On the other hand, the GCS model provides a reasonable expla
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Figure 3.13.  Simulated (A) coherent fraction, f110, and (B) coherent position, P110, 
as function of the partitioning of the ions in the condensed layer, x, with GC (1 -  2, 
dashed lines) and GCS (1 -  5, lines + markers) models, respectively.  For all the 
simulations, zmax = 2 µm, z0 = 3 Å, and ∆ = 2 Å except for GCS5, where ∆ = 2.5 Å; cEDL = 
0.91 except for GCS4, where cEDL = 0.5; Λ = 4 Å for GCS1 and GC1, Λ = 24 Å for GCS2, 
Λ = 137 Å for GCS3, Λ = 104 Å for GCS4, GCS5 and Λ = 70 Å for GC2.  
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t

layer, x.  Similarly, the coherent fraction is found largely independent of the other two 

parameters that describe the diffuse layer: the distance between the d-plane and the β-

plane, ∆, and the ion concentration in solution, C0.  In our experiments, the coherent 

fractions are typically in the range of 0.5 to 0.75.  Thus we can estimate that the fraction 

of the EDL ions in the condensed layer must be higher than 0.5.  Under these 

circumstances, it is predicted that the calculated coherent position is independent of x, ∆, 

C0 and Λ, and is solely determined by the height of the condensed layer ions, z0.  Also the 

effect of the diffuse layer ion on the coherent position (< 0.01 Å) is well below our 

sensitivity (0.02 Å).  Only in the case that the coherent fraction is very low and the Debye 

length is very short will the coherent positions deviate from the typical value determined 

by z0.  According to our measured solution conditions, this scenario is not relevant for the 

present measurements of divalent ions Zn2+ or Sr2+ adsorbed at the rutile (110)-aqueous 

interface.  This directly implies that the divalent condensed layer ions are specifically 

bound to the rutile surface with a location hat is precisely defined, presumably through 

metal-oxygen coordination with the rutile surface oxygen sites.  For a weakly bound 

adsorbate such as Rb+, the diffuse ions are dominant (e.g., x < 0.1) under similar 

conditions (e.g., [Rb] < 10-3 mol/kg).  In such case, the coherent fraction will be ~ 0 for 

most cases, as observed in our measurements, shown in Figure 2.4 (B).  The MUSIC 

model gives the same predictions for the specifically adsorbed ion, i.e., the divalent ions 

predominantly reside in the condensed layer, while mono-valent ion is primarily in the 

diffuse layer.   

According to the calculations above, the coherent fraction is close to the fraction 
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of all ions that are found in the condensed layer, x·cEDL.  The contributions from the ions 

in diffuse layer (1 - x)·cEDL and other sources ( )1max zzc0 −⋅ , (again including the bulk 

solution ions and any other sources,) are indistinguishable based on the coherent position 

and coherent fraction from a single measurement.  Both have no effect on the coherent 

positions and only add to the incoherent fraction of the total ions.  To understand the 

source of the incoherent ions, we must look at the variation of the coherent fraction with 

solution parameters.  If the incoherent ions are primarily in the diffuse layer, due to the 

competition from the background electrolyte, the total amount of ions should decrease 

when t

n2+ in the condensed layer, the coherent fraction 

would go higher.  This is not the case, however, for the measured coherent fractions, as in 

Figure 3.9 (A) and (B), no systematic trend versus the solution ionic strength is o

This indicates that the incoherent ions are not primarily from the diffuse layer but some 

other sources, (e.g., precipitates).  This observation also implies that the divalent 

condensed layer ions compensate most or all of the surface charges.  Because of lack of 

verages, are consistent with experimental data.   

he background electrolyte concentration increases significantly.  For instance, in 

the solution where [Zn2+] = 10-5 mol/kg and [Na+] = 1 mol/kg, Zn2+ ions should be out 

competed in the diffuse layer since the Na+ ions are overwhelmingly abundant in the 

solution, while the amount of Zn2+ ions would not change in the condensed layer.  

Therefore, as predicted in Figure 3.13 (A), as ionic strength increases, which is 

equivalent to increasing the partition of Z

bserved.  

the quantitative data about the diffuse layer coverage, no detailed comparison can be 

directly made.  But this suggests that the predictions from the MUSIC model, which 

gives minimal diffuse layer divalent ion co



117 

 

The discussion above assumed that the condense

 case.  For instance, in the XSW triangulation of Sr2+ and Zn2+ at 

rutile (110) aqueous interface (see Chapter 4 for details), we found a single Sr2+ height, 

but two substantially different Zn2+ heights, with the predominant species at a height of 

ave multiple heights.  For 

simplic

d layer ions have a single height, 

which is not always the

3.16 ± 0.14 Å above the surface Ti-O plane (with > 75% of Stern layer Zn2+) and the 

other minor species at a height of 2.70 ± 0.25 Å (with < 25% of Stern layer Zn2+).100.  In 

this case, the measured coherent position is not only affected by the heights of each of the 

multiple positions, but also the partitioning of the ions between those positions.  

Since it is already known that the diffuse layer has little contribution to the 

measured coherent position at our experiment condition, it will be ignored when 

investigating the case where the condensed layer ions h

ity, it is assumed that the distributions of ions are a series of δ-functions at 

different heights convoluted with a normalized Gaussian distribution.  The inverse 

Fourier transformation of that would be: 
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Here ci and σi are the partitioning and the Gaussian distribution width of the ions at the 

height zi, respectively.  Assuming that all the condensed layer ions have the same 

Gaussian distribution width, σi = σc, the inverse Fourier transformation of the ion 

distribution with two heights is given as:  
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which is appropriate for a single ion height distribution.  For Zn2+ adsorbed at the rutile 

(110) aqueous interface, the two ion heights were observed at z1 = 3.1 Å, and z2 = 2.7 Å.  

The coherent fractions and positions calculated with both models are shown in Figure 

3.14 (A) and (B), respectively.  Here the parameters used: c1+c2 = 1 - n, n represents the 

fractional occupation of the incoherent ions in the system, where n = 0 means that all ions 

are in the condensed layer and n = 0.5 means that half of the ions are in the condensed 

layer; σc = 0.1 Å, and for the one height model z0 = 3.0 Å.   

The calculat lways lower 

than th

the condensed layer and other sources only affects the coherent fractions, but not the 

coherent positions.   

ed coherent fractions from the two-height model are a

ose from the one-height one, but the difference is less than 10%.  This means that 

the actual Stern coverage in the two-height case is higher by ~ 10% than the number 

derived from the measured coherent fractions assuming the single ion height model.  And 

again clearly shown in Figure 3.14, changes in the degree of partitioning of ions between 
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markers) model.  Parameters used in the simulations (see text for the meanings): max = 2 

0.12 and n = 0.5.  Note in (B), for n = 0, 0.12 and 0.5, the exactly same calculated 
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Figure 3.14.  Simulated (A) coherent fractions, f110, and (B) coherent positions, 
P , as function of the fractional occupation of the ions at the height z  = 3.1 Å, c , with 
one-height (I, dashed lines and open markers) and two-height (II, solid lines and filled 

z
µm, z0 = 3.0 Å, ∆ = 2.8 Å. σc = 0.1 Å, and the partition of the incoherent ions n = 0, n = 

coherent positions are achieved for each model.   
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he interface 

that is 

 

fixed over a wide range of solution conditions, it is reasonable to assume that both 

of the Zn

Diffuse layer and bulk solution ions included, the earlier discussions about the GC 

and GCS model remain valid when Zn2+ ions have two heights, only with more 

parameters to be taken into consideration when calculating the coherent fraction and 

position.  Knowing the fact that the Sr2+ ions are found at a single height at t

2+ heights would also be fixed.  Therefore the only parameter that is likely to 

vary with solution conditions is the ion partitioning between the two heights.  That leads 

us to two possible scenarios as Stern coverage changes: the ratio is fixed and the coherent 

position is constant (this is similar to the one height case as the weighted average ion 

position is constant).  Or the ratio is sensitive to the condensed layer coverage and the 

coherent position might vary with the Stern coverage, e.g., due to preferential adsorption 

to one site at low/high coverage, as the calculations shows in the Figure 3.14 (B).  In 

Figure 3.10 (A), accepting all the data points, it seems that there is a slightly trend in 

which the coherent positions follows the predicted height from the two-height model.  

However, it is not clear whether there is a partitioning change when the coherent 

coverage changes.  Combined with the fact that the measured coherent positions that 

deviated from the averaged value 0.93 ± 0.03 are all from the measurements where the 

solution conditions are not well controlled, the trend here is not significant enough to 

neither prove nor disprove either of the possibility.  For instance, the residue from the pH 

~ 3 acid solution might saturate the buffer in the solution so that the actual pH is lower 

than its nominal value.  These changes in the measured heights on those a few points 

could be due to the different adsorption sites or heights which are occurred at the 
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easurements at pH 

lower t

e exposed to an insufficient number of adsorbates so that 

there a

f the above has been observed.  And we already know that 

there are little if any divalent ions either in the diffuse double layer or in the bulk solution.  

This leads us to believe that the incoherent ion coverage is not intrinsic to the EDL.  The 

extrinsic sources of incoherent ion coverage include: surface and/or solution precipitates, 

and/or adsorption on the Kapton window, and/or adsorption to the surface defect sites 

(such as step edges).  Therefore the saturation coherent coverage represents surface 

associated ions and should be directly related to the total surface charge.  For Zn2+ and 

Sr2+we find within error the same coverage of ~ 0.4 ML.  Given the geometrical factor 

for Zn2+, the actual Zn2+ Stern coverage could be 10% higher than the derived coherent 

coverage, i.e., ~ 0.45 ML.  The data also implies that the rutile (110) surface charge is 

different solution condition.  Since we don’t have the systematic m

han 8, we can not rule out this possibility.  More well-controlled measurements are 

needed to clarify this issue.  (The latest measurements at pH = 6 yield lower total and 

coherent coverage of Zn2+ but no significant difference in adsorption sites.)   

The interpretation of the coverage data depends in part upon the nature of the 

incoherent coverage.  When the total coverage, Θtot, is below the saturation point, the 

amount of Stern-layer ions increases as more ions is available from the solution.  In this 

region, the rutile surface may b

re still available surface adsorption sites.  In the high total coverage region, 

however, saturated coherent coverage suggests that all the available surface sites have 

been taken.  If additional ions incorporate into the condensed layer, we would observe 

either a higher coherent coverage or a different coherent position due to any change in the 

adsorption sites.  Neither o
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fully compensated by the divalent ions at these solution conditions.   

he prediction of the Stern layer ion coverage for Zn2+ and Sr2+ ions with the 

MUSIC odel is shown together with the measured values as function of the ionic 

strength, S, in Figure 3.15.  It is only meaningful to compare the predicted Stern coverage 

with the saturated coherent coverage.  Therefore those points with the saturated coherent 

coverages are marked with circles and should be the ones to focus on.  Though there is no 

clear trend of the measured data, it is notable that they are of similar value to the 

predictions in absolute units.   

The saturated coherent coverage can only be achieved over a series of 

measurements.  And there are not enough measurements to judge whether the derived 

coherent coverage reaches the saturated region at any different values of the ionic 

strength.  But the values obtained should, at minimum, be useful as a lower limit of the 

Stern layer ion coverage.   
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Figure 3.15.  Coherent coverage, Θ
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2+
coh, vs. ionic strength, S, for (A) Zn  and (B) 

Sr2+ from the XSW measurements (♦ with the errorbars).  Predictions of the MUSIC 
model are shown as the line with the markers (--▲--).  The circle (O) indicates the data 
points actually fall onto the saturated plateau region in Figure 3.10 (C) and (D). 
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3.4 Conclusions 

rs of magnitude).  We find that the presence of other 

monov - - - +

not have a 

measurable effect on the positions we derived from the XSW measurements. This is one 

great advantage of XSW over EXAFS method, for which the dominant signal from the 

sources other than the EDL could lead to a result that is not specific to the surface 

adsorbate.  Also most of our measurements are actually done in the region close to, but 

 

Our results provide direct measurement of condensed layer position, and show for 

the first time that condensed layer position of divalent ions at rutile (110)-aqueous 

interface is essentially independent of solution conditions even with large changes in 

ionic strength (spanning 3 orde

alent ions (Cl , Br , Tr , or Rb ) has little effect on the condensed layer divalent 

cation positions.  We also find negligible amount of divalent ions in the diffuse layer at 

the rutile (110)-aqueous interface, which suggests the surface charges are mostly 

compensated by the condensed layer ions.  There may be other sources of ions in the 

system than from the EDL and bulk solution, such as ions adsorbed onto the plastic,  and 

surface and/or solution precipitates.  These ions, however, have little effect on the 

coherent positions, only affecting the measured coherent fractions.  The present results 

provide direct proof that the GCS model is suitable for describing the divalent ions at 

TiO2 (110) aqueous interface according to our Bragg XSW measurements.   

As we can see from these data and the simulations, the significant amount of 

incoherently adsorbed ion (presumably some form of precipitation) does 



125 

 

lower than, the surface s

The predictions of the Stern layer ion coverages from the MUSIC model agree 

bsolute units, which provide independent support for 

the model.  Previously, the m

Now a direct link between macroscopic models and the microscopic structures has been 

established, and a new way to explore EDL phenomena by combining these approaches is 

There are a few questions remain to be answered. (1) For Zn2+ adsorbed onto the 

heights over the pH range?  Out current data are not definitive enough to answer the 

question.  (2) What is the form associated with the incoherently adsorbed species 

plexes or free ions)?  Where do they reside (in solution or on the 

crystal surface)?  And how do they form?  Our observations suggest that they appear 

the cell, the system is stable, i.e., no change in the coverage or tion of the ions.  

The only exception of this is the triangulation measurements for Zn2+ e started with 

the total coverage of ~ 0.5 ML and ended with ~ 1.4 ML over a period about 12 hours.  

During this time, however, the measured coherent positions did not change.   

aturation coverage, which is optimal for XSW measurements.   

well with out measured results in a

odel could only be checked with the macroscopic properties.  

open.   

rutile (110) surface, is there any preferential adsorption between the two Stern layer 

(precipitation, com

when flushing the sample with excess solution.  Once the excess solution removed from 

 the distribu

.  W
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Chapter 4 Probing condensed layer ion locations with XSW 

their coverages removes a key uncertainty in understanding EDL phenomena.  When 

be more precisely predicted.  Under such circumstances, the other contribution to the 

interfacial energy that is central to understanding EDL phenomena, the chemical potential, 

adsorption geometry.  The precise adsorption site of the adsorbate can reveal the exact 

cess at the interface, th

information.   

Previous efforts to reveal ion adsorption sites at the mineral-water interface have 

studied oxide powders in contact with electrolyte solutions,  and recently has been 

ngle crystal-aqueous interface,63,64,65 where the surface 

atomic scale structure is better defined.  EXAFS is a powerful tool for probing the local 

structure, such as the coordination number and the bond length of neighboring atoms to a 

dominate.   It is difficult for EXAFS measurements to distinguish whether the signal 

4.1 Purpose of the work 

Direct knowledge of the condensed layer ion heights above the oxide surface and 

those parameters are fixed, the electrostatic potential near the oxide-aqueous interface can 

can be understood.  In term of the structure, the most important aspect is the ion 

chemical adsorption pro us giving the correct chemical potential 

been performed mainly with the EXAFS method in the past decade.  Initial measurements 

61,66

extended to measurements of the si

center atom.  But sources other than from the directly adsorbed atoms exist or can even 

64.

directly corresponds to a surface adsorbed species or to a process other than adsorption 
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(i.e., p cipitation).  Also the data analysis for EXAFS is not simple and direct, and 

consequently great care must be given to potentially complex structures that may be 

present during surface adsorption.  Therefore a direct, model independent structure 

probing

a

  Even the more widely used 

scannin

tion of the element site density profile based on a full set of XSW measurements 

has bee

re

 method would be of great help.  This is not only true for probing the EDL 

structure at oxide-aqueous interface, but could also be useful for any foreign species at 

the surface, interface and even as impurities in bulk lattice in the sense of structure 

probing.   

To date the ability to directly observe cation adsorption sites at the oxide-liquid 

interface is strongly limited.  The development of holographic techniques in recent years 

has garnered broad interest with their ability to provide model-independent images of 

atomic structures.113,114,115  Yet existing holographic techniques have characteristics th t 

make them inappropriate for imaging atomic distributions at the solid-liquid interface: 

electron holographies cannot probe the solid-liquid interfaces and X-ray holographies do 

not have yet the sensitivity to probe interfacial structures.

g probe microscopies are limited for systems having non-conducting substrates 

and lack elemental specificity.116   

XSW method, as described in Chapter 2, measures both the amplitudes and the 

phases of the Fourier components at given momentum transfers.  Recently, the direct 

construc

n shown to work very well.98.  Here we apply this "X-ray standing wave imaging" 

approach to directly determine the EDL condensed layer ion locations at the rutile (110)-

aqueous interface.   
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4.2 Experimental details 

beamline optics is setup the same way as that shown in Figure 3.2.  The high heat load Si 

(111) monochromator is tuned at 80% of the peak intensity (i.e., 20% detuned).  One set 

of Si channel cut is used as post-monochromator to collimate and match the incident 

beam dispersion to the selected Bragg reflections.  Si (111) channel cut is used for (110) 

ragg reflections measured for the rutile crystal, 

including (101), (200), (111), and (211), Si (220) channel cut is used.  The energy of 

incident beam is chosen to be 17.96, 17.5 and 10.92 keV for Y3+, Sr2+ and Zn2+, 

respective

mol/kg ZnTr2 at pH = 8.0 [with 156.2 × 10  mol/kg HTr, and buffered by the addition of 

Tris], 104.4 × 10  mol/kg SrCl2 at pH = 10.7 (with 530 × 10  mol/kg NaOH), and 11.2 × 

10-6 mol/kg Y(NO )  at pH = 6.11 (88 × 10-6 mol/kg HTr with pH adjusted by addition of 

Tris).   

The same sample preparation and measurement procedures are followed for the 

rutile crystal with atomic scale flat (110) surface, as stated in Chapter 3.  The coverage of 

Y  ions is calibrated with the Sr implanted Si standard.  And for each of the off-normal 

 

The experiments were carried out at 12IDD, BESSRC-CAT, APS, ANL.  The 

rutile reflection.  And for all the other B

ly to optimize fluorescent signals.  The experimental details are listed in Table 

4.1.  X-ray fluorescence spectra were collected with a germanium solid-state detector, 

and corrected for dead-time (see Appendix A for details).   

Solution conditions for the XSW triangulation measurements are: 10.49 × 10-6 

-6

-6 -6

3 3

3+
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ω and R > 0.7 * R0 are desired.  The fluorescence detector is always fixed 

 

4.3.1 Measured X-ray fluorescence spectrum 

Plotted in the Figure 4.1 is a typical X-ray fluorescence spectrum measured with a 

Solid State Detector (SSD).  This one was actually collected on a clean TiO  sample 

sealed in DIW before any ion adsorption counting for ~ 300 seconds.  Starting from the 

lowest energy, i.e., the left side of the figure, in order the peaks are: Al, coming from the 

Al-foil put in front of the detector Be window to cut down the Ti signal from rutile 

crystal; pulser, the electronic pulse simulate the real X-ray pulse generated by a random 

pulse generator, for the purpose of dead time correction (see Appendix A for details); Ar, 

from Ar in air; Ti_K  and Ti_K , coming from the bulk rutile crystal; Fe_K , Fe_K  and 

Ni_K , coming from the surrounding metal parts, such as the screws on the sample 

Zn_Kα (and Zn_Kβ), coming from the environment, presumably as impurity in the Cu 

reflection measurement, it is necessary to search around for a spot satisfying the criteria 

mentioned in last chapter, i.e., the rocking curve width (FWHM) and the peak reflectivity 

(R) are close to the calculations (Darwin width ω, and absolute reflectivity R0) based on 

the dynamical diffraction theory including the dispersion from the optics—typically 

FWHM < 1.5

along the polarization direction to minimize the elastic and Compton scattering signals.   

4.3 Results and discussions 

2

α β α β

α

holder; Cu_Kα (and Cu_Kβ), coming from the Cu supporting mesh inside the detector; 



130 

 

mesh; Thermal Diffuse Scattering (TDS) and Compton peak, from the elastic and 

inelastic scattered incident beam.  The count rate for Zn_Kα here is only a few counts per 

second.  After exposure to the solution, the sub-monolayer coverage of Zn2+ ions 

adsorbed at the TiO2 (110) surface produce a yield > 100 counts per second for the exact 

same setup.   

4.3.2 Measured coherent fractions and positions from XSW 

The measured reflectivity, R(θ), and the Sr2+ fluorescence yield, Y(θ), (shown as 

reflections (110), (101), (200), (111), and (211), are plotted as function of rocking angle, 

θ - θb, in Figure 4.2 (A)-(E), respectively.  Similar results are shown for Y3+ in Figure 4.3 

(A)-(D), where (101) reflection is absent, and for Zn2+ in Figure 4.4 (A)-(E).  The 

measured coherent fractions and coherent positions are summarized in Table 4.1.   

Also listed in Table 4.1 are the measured coherent positions and coherent 

fractions for Ti atoms in the bulk crystal during the Zn2+ measurements.  Note that for the 

Ti signal, a very strong extinction effect shows up at each Bragg peak.  Therefore 

although the statistic error is really small for the measured coherent fractions and 

coherent positions, they are greatly affected, especially for the coherent fractions, by the 

exiting angle of the fluorescence photon reaching the detector, which can be fine tuned 

during the data analysis.  As the result, the actual systematic error for Ti signal could be 

much larger.  However, to the first order, the measured Ti coherent positions and  

the points,) together with the best fits to the data (shown as the lines), for rutile Bragg 
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Figure 4.1. Measured X-ray fluorescence spectrum with calibrated energy and all 
the peaks properly assigned.   
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Figure 4.2.  Measurements of Sr2+ at rutile (110)-aqueous interface for the rutile 
bulk reflections of (A) (110); (B) (111); (C) (200); (D) (101); and (E) (211).  Both the 
normalized reflectivity, R(θ), (bottom ones) and the normalized fluorescence yield, Y(θ), 
(top ones) are shown with the best fits (lines) to the data (points).   
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Figure 4.3.  Measurements of Y3+ at rutile (110)-aqueous interface for the rutile 
bulk reflections of (A) (110), (B) (111), (C) (200), and (D) (211).  Both the normalized 
reflectivity, R(θ), (bottom ones) and the normalized fluorescence yield, Y(θ), (top ones) 
are shown with the best fits (lines) to the data (points).   
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Figure 4.4.  Measurements of Zn2+ at rutile (110)-aqueous interface for the rutile 
bulk reflections of (A) (110), (B) (111), (C) (200), (D) (101), and (E) (211).  Both the 
normalized reflectivity, R(θ), (bottom ones) and the normalized fluorescence yield, Y(θ), 
(top ones) are shown with the best fits (lines) to the data (points).   
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Table 4.1.  XSW measurements setup information and the derived coherent 
positions and coherent fractions for the EDL condensed layer ions, Zn2+, Sr2+ and Y3+ , as 
well as the Ti atom in the bulk crystal. 

High-heat-load 
monochromator Si (111) (2 bounce) 20% detuned  

Post mono 1 & 
detuned Not in Use  

Rutile reflection (110) (111) (200) (101) (211)  

 P f P f P f P f P f Θtot E 
(ML) (keV)

Post mono 2 & 
detuned 

Si (111) 
50% 

Si (220) 
30% 

Si (220) 
30% 

Si (220) 
30% 

Si (220) 
30% 

 

Value 0.95 0.45 0.60 0.31 0.89 0.16 0.91 0.32 0.89 0.38 Zn2+

uncertainty 0.02 0.03 0.03 0.02 0.04 0.04 0.02 0.02 0.02 0.03 
0.5-
1.1

Value 0.99 0.95 0.76 0.17 0.99 0.82 0.90 0.99 0.99 0.88 Ti - uncertainty 0.01 0.01 0.01 0.02 0.01 0.01 0.01 0.01 0.01 0.01 

10.92

Post mono 2 & 
detuned 

Si (111) 
30% 

Si (220) 
30% 

Si (220) 
30% 

Si (220) 
30% 

Si (220) 
30% 

  

Value 0.93 0.53 0.93 0.39 0.53 0.36 0.45 0.09 0.66 0.11 Sr uncertainty 0.02 0.02 0.03 0.03 0.04 0.06 0.08 0.03 0.05 0.05 0.8 17.5 2+

Post mono 2 & Si (111) Si (220) Si (220) 
50% - Si (220) 

50%   detuned 50% 50% 
Value 0.83 0.36 0.86 0.50 0.35 0.36 - - 0.34 0.07 Y3+

uncertainty 0.02 0.03 0.02 0.03 0.03 0.08 - - 0.09 0.05 0.3 17.96
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coherent fractions are all close to their ideal value based on the rutile structure.  It is 

worth noting that the two Ti atoms in the unit cell are exactly out of phase for the (111) 

reflection, so that the effective amplitude of that Fourier component (i.e., the coherent 

fraction) should be 0 for the Ti fluorescence.  The measured number 0.17 is small enough 

to be regarded as 0 when considering the error associated with the non-ideal rutile 

rocking

 not contain any structural information.   

4.3.3 XSW imaging of the cations at rutile-aqueous interface 

To easily understand the data and show the adsorbed ion location relative to the 

rutile (110) surface, the redefined rutile non-primitive tetragonal unit cell, as described in 

the section 1.3.3, is adopted from this point on.  The rutile (110) surface structure is 

shown again in Figure 4.5 together with the redefined non-primitive tetragonal unit cell.  

The shaded plane indicates the actual termination position for the (110) surface in the 

aqueous solution.  An additional layer of Ti above the surface plane is shown to illustrate 

the extended lattice Ti atom position.   

With the non-primitive tetragonal unit cell, new notations for all the lattice planes 

and directions are defined.  The notations based on the non-primitive tetragonal unit cell 

are denoted with a subscript ‘S’.   

 

 

 

 curve.  And whenever the amplitude of a Fourier component is 0, the phase (i.e., 

the coherent position) is meaningless and does
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Figure 4.5.  The rutile non-primitive tetragonal unit cell (in blue lines) with an 

rutile (110) surface in the aqueous solution.   
imaginary layer of Ti on top.  Below the shaded plane is the termination structure of the 
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 the primitive tetragonal unit cell to the non-

⎝

The transformation matrix from

primitive tetragonal unit cell is (as given in section 1.3.3): 
⎟
⎟
⎟
⎞

⎜
⎜
⎜
⎛

⎠

−

0

relations between the primitive notation and the surface notation are listed in Table 4.2 

for reference.  Also listed are the surface symmetry equivalent reflections for those we 

measured.  Because of the truncation of lattice along surface normal direction, some of 

the bulk lattice symmetries do not exist at the surface.  For instance, for measurement of 

an impurity in the bulk lattice, (110) and (-110) are equivalent reflections because the 

position of impurity registers to both planes identically.  But for an adsorbate at the (110) 

e normal direction does not have to be at a bulk 

symmetry equivalent latera e the two reflections t with 

r e rb e

The XSW imaging method actually projects 

primit ell, w s m t ni e a e 

tetrago it cell d  f i 0 fa tw s  a rim  

unit cell.  Therefore to simplify the generated re and e the t of 

c op half of the n itive tetragonal un as used for the 

imaging, as shown in the Figure 4.6 (A), where the non-primitive tetragonal ll is 

cut at the surface Ti-O plane, in green.  The extended bulk Ti atoms are again shown for 

later comparison with the constructed Ti image.  The half non-primitive tetragonal unit 

11
100
011

.  Some of 

surface, (110) is the surface normal direction and (-110) is the inplane direction.  An 

adsorbate at one height along the surfac

l position.  Therefor  are inequivalen

espect to the surfac  adso ate g ometry.   

the atom distribution into the crystal 

ive unit c hich i  the s alles symmetry u t of th  cryst l.  The non-primitiv

nal un efined here or rut le (11 ) sur ce is ice a large s a p itive

 pictu  reduc amoun

alculation, only t on-prim i wt cell 

unit ce
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cell has

dary of 

the hal

primitive tetragonal notation for the rutile crystal reflections; and the symmetry 

 two mirror symmetry planes.   

With the general method described in Chapter 2, using the measured coherent 

fractions and coherent positions, the images of Ti atom, Sr2+, Zn2+, and Y3+ are obtained, 

shown in Figure 4.6 (B)-(F) as the stacking of slices along the surface normal direction.   

The Ti atom location is imaged to check the validity of the method.  As we can 

see by comparison Figure 4.6 (A) and (B), the imaged Ti atom positions agree with the 

actual bulk atom positions very well.  In the images, the boxes indicate the boun

f non-primitive tetragonal unit cell.   

Table 4.2.  The relations between the surface notation (subscript S, Italic) and the 

equivalent reflections for those actually measured with XSW (underlined).  Forbidden 
reflections are ma strikethroughrked as . 

 Primary relations  XSW measured
Bulk notations -110 110 001 100 010  111 200 101 211 

Surface notations 200S 002S 010S -101S 101S  012S -202S -111S -113S

 Other relations 

Bulk 002 112 222 011 121 130 -112 022 132  
Surface 020 022 024 111 113 204 220 222 224  S S S S S S S S S

Bulk 120 230 221 -111 021 131 241 012 122 232 
Surface 103S 105S 014S 210S 212S 214S 216S 121S 123S 125S

0 0 2S 0 1 2S -2 0 2S -1 1 1S -1 1 3S
0 -1 2S 2 0 2S -1 -1 1S -1 -1 3S

1 -1 1S 1 -1 3S

Surface notation 
and their surface 

symmetry 
equivalents 

   1 1 1S 1 1 3S
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For the Sr2+ and Y3+ ions, as shown in Figure 4.6 (C) and (D), it is clear that both 

ions take the tetradentate position, which is roughly equal in distance from two terminal 

oxygen (TO) and two bridging oxygen (BO) sites.  The heights of the two ions from the 

surface Ti-O plane are different, though, as can be seen in (D) in which the topmost plane 

in the image corresponds to the plane of highest Y3+ density, and not to the unit cell 

boundary.  This can are ion radii 

of Y3+ (R = 0.90 Å, VIII-coordinated) and Sr2+ (R = 1.13 Å VIII-coordinated).117   

The imaged Zn2+ ion position, however, is completely different from the other 

two.  Its primary position is very close to one of the extended bulk Ti atom position—on 

top of the BO atom, as shown in (E) on the top corners of the box.  Other than that, there 

is a secondary Zn2+ position near the other extended bulk Ti atom position—bridging the 

two neighboring TO tance below 

the top of the box.   

To better illustrate the lateral positions of the adsorbed ions, top views of the 

slices passing through the highest atom density planes are shown in Figure 4.7 (B)-(E) for 

Ti atom, Sr2+, Y3+, and Zn2+, respectively, with the heights of the slice from the surface 

Ti-O plane labeled next the slices.  And the top view of the rutile (110) surface 

terminated with both TO and BO atom

be interpreted to first order as the result of the different b

 atoms, as shown in (F) at the center of the slice some dis

s is shown in (A) as a reference.  The oxygen 

atoms in this view are shown with different size to emphasize their different heights.  The 

higher the atoms above the surface plane, the larger they appear.   
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(A)      (B) 

 
(C)      (D) 

 
(E)      (F) 

Figure 4.6.  (A) Ball and Stick model of half the rutile non-primitive tetragonal 
unit cell; and XSW image of (B) Ti atom in the lattice, (C) Sr2+, (D) Y3+, (E) & (F) Zn2+, 
inside of top half of the non-primitive tetra ate the 
boundary of the top half non-primitive tetragonal unit cell.  The negative density comes 
from the termination error of the truncation of the Fourier series.   

gonal unit cell.  The boxes indic
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Contour-slice maps show side views of the images in Figure 4.7 (G)-(J) for Ti 

atom, S

maximum density are shown in the images with the color red, green and blue, 

respectively.  The densities at the very bottom of each box are due to the crystal 

symmetry along the surface normal direction, i.e., a slide axis along (-110) direction.  For 

the Sr2+ and Y3+ case, there are weak peaks in the density in the middle of the boxes, as 

noted with pink arrows.   

To explore the source of these weak densities in Sr2+ and Y3+ density profiles, 

images are constructed from the simulated coherent fractions and positions.  The 

simulations are carried out for given ion positions close to those shown in Figure 4.7 at 

the reflections actually measured, as summarized in Table 4.3.  One additional reflection 

is also listed in the table (as underlined

r2+, Y3+, and Zn2+, respectively, together with the side view of the top half non-

primitive tetragonal unit cell in (F).  Only three contour lines at 0.9, 0.7, and 0.5 of the 

) is (210), which turned out to be a useful 

reflection in term of determining Zn2+ adsorption positions.   

In the simulation, isotropic vibration amplitude of 0.1 Å is assumed for all ions, 

which is used to calculate the DW factor and in turn lowers the coherent fractions 

accordingly.  Shown in Figure 4.8 are the images constructed from the simulations with 

only 5 measured reflections (top ones in each subfigure) or with the additional (210) 

reflection (bottom ones in each subfigure).  Sr2+ and Y3+ images are plotted out in (A) and 

(B).  It is no doubt that the truncation of Fourier components contributes to the weak 

intensities in the middle of the box, again pointed to with pink arrows.  And adding the  
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Figure 4.7.  Ball and stick models of the rutile (110) surface structure are shown 
in (A) top view and (F) side view;  same top and side view of the element distribution 
images and contour maps are shown for Ti atom (B, G); Sr2+ (C, H); Y3+ (D, I); and Zn2+ 
(E, J).   
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2+

ination is (0.00, 0.00, 0.00); TTi at (0.50, 0.50, 0.00); TO at (0.50, 0.50, 
 at (0.00, 0.50, 0.19).  In the simulations, the vibration amplitudes of all 

ions ar
coordin

 

 

 

 

Table 4.3.  The simulated coherent positions, P, and coherent fractions, f, for Zn , 
Y3+ and Sr2+ ions at the given positions.  As references, the surface BTi is at the origin, 
i.e., its coord
0.31); and BO

e set as 0.1 Å.  All the positions are in fractional non-primitive tetragonal unit cell 
ates.   

  (110) (111) (200) (210) (1 1) (211) 0
position (0.21, 0.00, 0.47) 

P 0.94 0.94 0.44 0.41 0.47 0.41 Sr2+

f 0.98 0.96 0.84 0.24 0.24 0.23 
position (0.23, 0.00, 0.43) 

P 0.86 0.86 0.36 0.29 0.43 0.29 Y3+

f 0.98 0.96 0.93 0.12 0.12 0.11 
position1 (0.00, 0.50, 0.48) 

P 0.96 0.46 0.96 0.44 0.98 0.94 
f 0.98 0.96 0.96 0.95 0.97 0.93 

position2 (0.50, 0.00, 0.46) 
P 0.92 0.92 0.92 0.88 0.60 0.88 

Zn2+

f 0.98 0.96 0.96 0.95 0.97 0.93 
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reflection (210) does not help much on eliminating the false density.  Compared with the 

density profiles from the simulation, it seems that the measured ones show higher density 

at those false peaks area for both Sr2+ and Y3+.  It is possible that part of the intensity is 

true, for instance, from the outer-sphere adsorbed ions at the indicated position but one or 

more unit cell height higher.  Further quantitative analysis may give more insight into this 

possibility.   

The situation is a bit different for the Zn2+ case.  The two different Zn2+ positions 

are simulated separately.  Shown in (C) and (D) are the images of Zn2+ density profiles 

for on top of the BO atom, labeled with TZn(Zn_1), and bridging the TO atoms, 

BZn(Zn_2), respectively.  The false intensities are seen for both configurations when 

only 5 reflections are used.  The lateral position of the false intensity of TZn is almost the 

same as actual BZn position and verse visa.  This is because that the two sites are in 

phase in the standing wave field from reflections (110), (200), (101), and (211).  The only 

measurement where the two sites are not in phase is (111).  The two Zn2+ positions are 

d111/2 (instead of d111) apart along the (111) plane normal direction, which means they are 

actually out of phase in the standing wave field.  This one reflection gives us sensitivity 

between the two positions, but apparently not enough.   

e 

actual Zn2+ position, which clearly is not the case in our measured Zn2+ profile.  Both of 

these observations imply that the two Zn2+ positions yield by the XSW imaging are real 

rather than derived from truncation errors.   

These simulations show that relative intensity of the false peaks is typically small, 

and more importantly, that the false positions should be at the exactly same height as th
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Figure 4.8.  The density contour maps constructed from the simulated coherent 
fractions and coherent positions for ions (A) Sr2+; (B) Y3+; (C) and (D) two distinctive 
Zn2+ po
actually measured with XSW and the bottom ones include one more reflection, (210).   

sitions.  In each subset of figure, the top ones are constructed with 5 reflections 
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e intensities of Zn2+ 

simulated are significantly reduced.  Th

ution is dominated by the experimental resolution, indicated 

by the 

2+ 2+

s  the nominal adsorption sites described above.   

4.3.4 

sely locate the adsorbate.  Since the 

e a  bee ore iona  

— can sily carried o th t ethodology 

tly address the weak inten peaks that were observed in the XSW 

images of Sr2+ and Y3+ adsorption and to determine if they are due to ion adsorption or 

termination error, the fitting  starts with and without an ion located at the weak intensity 

point, nam

When the additional reflection (210) is included, the fals

is is because that similar to (111), the (210) 

reflection distinguishes between the two Zn2+ adsorption sites.  It would therefore be 

better if the (210) reflection (and other oxygen only reflections) is measured.  The 

criterion was followed in the later measurements at different solution conditions.   

The derived Ti distrib

largely isotropic distribution in Figure 4.7 (B), as expected since the experimental 

resolution is substantially larger than the Ti atom vibrational amplitude (< 0.1 Å).  In 

contrast, the adsorbate distributions exhibit some additional broadening (e.g., along [001] 

for Sr  and [-110] for Zn ) suggesting that the actual distributions may include either 

tatic or dynamic displacements from

The XSW triangulation 

Although the XSW imaging can directly give an element distribution profile, the 

resolution (~ 1 Å) is not good enough to preci

approximate positions of the ions hav lready n revealed, the m  tradit l XSW

analysis—triangulation fittings be ea ut wi he m

described in Chapter 2.   

To direc sity 

ely the two-position model and one-position model, respectively.  The quality 
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of the fittings is indicated with the reduced χr
2, which is defined as: 

( )
( )

( ) ( )mnmn

ii

r −−

∑
y

yyn

i i∆

−

==
=

0 0

measur

2 2

e, σ, as 0, 0.1, and 0.2 Å, 

respect

TiO

1
20

20

2
2 χχ       (4.1) 

Here yi, yi , and ∆yi  are the calculated, the measured value and the uncertainty of the 

ement at point number i, respectively.  n is the total number of data points.  And m 

is the number of fitting parameters.  The χ  is the sum of the deviation.  The desired χr  

value should be close to 1.   

In the fitting for the ion positions, isotropic vibration amplitude is assumed again.  

The calculated Debye-Waller factors, DH, are shown in Table 4.4 for all of the rutile 

reflections assuming the isotropic vibration amplitud

ively.  The effects on the XSW triangulations are explored by fitting the data with 

σ = 0 Å and σ = 0.2 Å separately.   

Table 4.4.  The calculated Debye-Waller factor for each of the rutile reflections 
assuming the isotropic vibration amplitude as 0, 0.1, and 0.2 Å for the adsorbed ions.   

2 reflection, H (110) (111) (200) (101) (211) 

d-spacing, dH (Å) 3.25 2.19 2.30 2.49 1.69 

Momentum transfer, Q = 2π/dH (Å ) 1.93 2.87 2.73 2.52 3.72 -1

DH = exp(-Q *σ /2); σ = 0.0 Å 1.00 1.00 1.00 1.00 1.00 2 2

DH = exp(-Q *σ /2); σ = 0.1 Å 0.98 0.96 0.96 0.97 0.93 2 2

D  = exp(-Q2*σ2/2); σ = 0.2 Å 0.93 0.85 0.86 0.88 0.76 H
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e ions.  Therefore normally for the one-position model, there are 4 

fitting p

a quart

An example is given in 

Figure 4.9.  The χ2(p) vs. p is plotted out (p is in the unit of Å).  Here the χ2
min(p) = 29.5, 

The fitting parameters include the positions (x, y, z along the non-primitive 

tetragonal unit cell vector a, b, and c directions, respectively) and the corresponding 

occupation factors of th

arameters.  While for the two-position model, there are 8.  The occupation factor 

is actually the fraction of the ions at the position out of the total coverage.  The amount of 

ions at any position would be the product of the occupation factor and the total coverage.   

Since the rutile (110) surface has two mirror planes, we can assume that the 

adsorbed ions inherit the same symmetry.  If the ion positions deviate from the high 

symmetry point, they may be split into as many as 4 different positions that are surface 

symmetry equivalent.  For instance, the fitted Sr2+ position (x0, y0, z0) would have three 

other symmetry equivalent positions as (x0, -y0, z0), (-x0, y0, z0) and (-x0, -y0, z0), with 

er of the total occupation factor at each position.   

Chances are that some of the parameters, such as the lateral position of the ion, 

are strongly correlated with each other, so that they can not be fitted together 

simultaneously.  In such cases, the fitting is carried out with a series of fixed parameter (p) 

values and χ2(p) is recorded for each fitting.  At the minimum of χ2(p), where p = p0, 

χ2
min(p) = χ2(p = p0).  p0 is taken as the best-fit value and the one σ errorbar (std) of the 

parameter is set to be the half width of χ2(p) curve at χ2
min(p) + 1.  Generally the curve 

follows the parabolic shape χ2(p) = a1*p2 + a2*p + a3, where an (n = 1, 2, 3) are the 

coefficients.  In such case, the standard deviation, std2 = 1/a1.  
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where  = 0.44 (or 0.56).  From the fitting, a1 = 222, therefore std ≈ 0.07, which agrees 

well w e half width of the curve at χ2
min(p) + 1 = 30.5, i.e., std ≈ 0.08.  Because the 

two p0 positions are symmetric about 0.5, and χ2(p = 0.5) - χ2
min(p) < 1, p0 is set to 0.5 

instead of 0.44/0.56.   

he data points include the coherent fraction and position at each rutile reflection.  

There are 5 independent reflections measured.  Thus the independent data point number 

is 10.  The symmetry equivalent reflections can also be included and the data point 

number can increase to 26 for Zn2+ and Sr2+, and 18 for Y3+.  This will not put any 

additional restriction on the fitting, but changes the relative weight on each independent 

reflection.  This actually is not desired since it puts more weight on the less well defined 

reflections (but with more symmetry equivalences) rather than on the better defined ones, 

namely (110) reflection.  Therefore, no symmetry equivalents are included in the fitting.   

The fitted results for Sr2+, Y3+, and Zn2+ are summarized in Table 4.5.  Note that 

for Sr2

a

the fact that the 

measured ones are not necessarily the actual phases of the Fourier components.  The 

same is true for Y3+ (211) reflection.  And for Y3+ (101) reflection, considering the 

similarity of adsorbed Y3+ and Sr2+ positions, values similar to Sr2+ case are generated for 

the fitting process, as P101 = 0.50 ± 0.50 and f101 = 0.05 ± 0.05.  This is also equivalent to 

set a component with zero amplitude and an unspecified phase.   

p0

ith th

T

+ measurements at (101) and (211) reflections, the coherent fractions, i.e., the 

mplitudes of the Fourier components, are essentially 0, therefore large error bars are set 

for the corresponding coherent positions artificially to account for 
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Positions, p

χ2 (p
)

0.4 0.45 0.5 0.55 0.6
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Figure 4.9. ation of achiev
error a am .  
χ2(p) from the fit at each value of the param ter, on x axis.  And the red solid line is the 
fit of b rv a ol pe e curve here shows that the best fit value 
should be 0.5 (Å) and the one ± 0.0

 The illustr ing the best fit number and the one σ 
bar with a series of χ2(p) fittings for one p r eter   The blue line with dots is the

e
 the lue cu e to parab ic sha .  Th

σ errorbar should be around 8 (Å).   
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Table 4.5.  The Sr2+, Y3+ and Zn2+ adsorbed ion positions obtained with XSW 
triangulations.   

(hkl) (110) (111) (200) (101) (211)  
 P f P f P f P f P f  Fitting parameters Sr2+

XSW 0.93 0.53 0.93 0.39 0.53 0.36 0.45 0.06 0.66 0.08   position 1 position 2 
Error 0.02 0.02 0.03 0.03 0.04 0.06 0.50 0.06 0.50 0.08 χ2  x1 y1 z1 occ1 x2 y2 z2 occ2

One-position 0.68 Value 0.21 0.10 0.48 0.56 - - - - 
Fitted 0.95 0.52 0.95 0.39 0.45 0.43 0.48 0.10 0.43 0.08  Error 0.01 0.01 0.01 0.02 - - - - 

Two-position 0.08 Value 0.21 0.08 0.48 0.50 0.50 0.19 0.39 0.15

σ = 
0.2 Å 

Fitted 0.92 0.53 0.95 0.39 0.52 0.36 0.55 0.06 0.51 0.09  Error 0.00 0.01 0.00 0.01 - 0.02 0.01 0.02
One-position 0.79 Value 0.21 0.12 0.48 0.52 - - - - 

Fitted 0.95 0.54 0.95 0.37 0.45 0.37 0.48 0.08 0.43 0.04  Error 0.01 0.01 0.01 0.02 - - - - 
Two-position 0.08 Value 0.21 0.10 0.48 0.45 0.50 0.20 0.40 0.14

σ = 
0.0 Å 

Fitted 0.92 0.53 0.94 0.39 0.52 0.36 0.56 0.05 0.52 0.10  Error 0.00 - 0.00 0.01 - 0.01 0.01 0.01
 

(hkl) (110) (111) (200) (101) (211)  
 P f P f P f P f P f  Fitting parameters 

XSW 0.95 0.45 0.60 0.35 0.89 0.17 0.91 0.37 0.89 0.37   position 1  position 2  
Zn2+

Error 0.02 0.03 0.03 0.02 0.04 0.04 0.02 0.02 0.02 0.03 χ2  x1 y1 z1 occ1 x2 y2 z2 occ2
One-position 5.54 Value 0.08 0.50 0.47 0.47 - - - - 

Fitted 0.93 0.43 0.43 0.40 0.93 0.23 0.97 0.36 0.90 0.31  Error 0.02 - 0.01 0.03 - - - - 
Two-position 4.20 Value 0.11 0.50 0.48 0.45 0.50 0.00 0.41 0.10

σ = 

Fitted 0.93 0.49 0.48 0.33 0.89 0.16 0.96 0.40 0.89 0.31  Error 0.02 0.05
0.2 Å 

0.01 0.03 0.07 0.08 0.02 0.04
One-position 5.24 Value 0.08 0.50 0.47 0.40 - - - - 

Fitted 0.93 0.40 0.43 0.40 0.93 0.23 0.97 0.35 0.90 0.35  Error 0.02 0.07 0.01 0.02 - - - - 
Two-position 2.99 Value 0.11 0.50 0.48 0.38 0.46 0.00 0.40 0.11

σ = 
0.0 Å 

Fitted 0.93 0.46 0.51 0.33 0.89 0.15 0.96 0.39 0.89 0.33  Error 0.01 0.07 0.01 0.02 0.10 0.10 0.01 0.03
 

(hkl) (110) (111) (200) (101) (211)  
 P f P f P f P f P f  Fitting parameters 

XSW 0.83 0.36 0.86 0.5 0.35 0.36 0.5 0.05 0.34 0.07   position 1 position 2 
Y3+

Error 0.02 0.03 0.02 0.03 0.03 0.08 0.5 0.05 0.4 0.07 χ2  x1 y1 z1 occ1 x2 y2 z2 occ2
One-position Value 0.23 0.00 0.43 0.51 - - - - 

Fitted 0.85 0.47 0.85 0.43 0.35 0.42 0.43 0.06 0.28 0.05
1.21

Error 0.01 0.02 0.01 0.02 - - - - 
Two-position Value 0.23 0.00 0.43 0.54 0.18 0.50 0.21 0.17

σ = 

Fitted 0.83 0.36 0.86 0.50 0.34 0.36 0.48 0.06 0.25 0.06
0.03

Error 0.00
0.2 Å 

0.15 0.00 0.00 0.07 0.30 0.01 0.01
One-position Value 0.23 0.00 0.43 0.45 - - - - 

Fitted 0.85 0.45 0.85 0.45 0.35 0.43 0.43 0.06 0.28 0.06
0.79

Error 0.01 0.03 0.01 0.02 - - - - 
Two-position Value 0.23 0.00 0.43 0.46 0.18 0.30 0.21 0.12

σ = 
0.0 Å 

Fitted 0.83 0.36 0.86 0.50 0.34 0.38 0.48 0.05 0.26 0.07 Error 0.00
0.03

0.12 0.00 0.00 0.10 0.30 0.01 0.01
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sphere adsorbate), 

are no

he ball-and-stick model.  For all three ions, the adsorbed 

positio

tively, if no surface relaxation occurs) cause the 

adsorbed Sr2+ and Y3+ to shift laterally closer to the BO atoms.  Such lateral 

displacements for the primary Zn2+ ion, by moving away from atop of BO position, 

First there are no significant differences between the fitting results with σ = 0 and 

0.2 Å except for a slightly reduced χr
2 and increased occupation factor at higher σ value.  

And the χr
2 is already lower than 1 when one-position model is applied.  Although in the 

two-position model case, the χr
2 are significantly reduced, it is too far below 1, which 

suggests that the data are over-interpreted.  Therefore the one-position model is actually 

preferred in term of Sr2+ and Y3+ adsorption geometry.  And the secondary positions of 

ions, though works well both mathematically and structurally (as outer 

t required based on our current data.  These results suggest that in the XSW 

imaging, the weaker densities in the middle part of the box are very likely all from the 

truncation of the Fourier terms.   

For the Zn2+ data, the two-position model actually does a better job and is chosen 

over the one-position model as the proper adsorption structure.   

4.3.5 More discussions about the triangulation results 

The schematic structure of adsorbed ions at the rutile (110)-aqueous interface is 

illustrated in Figure 4.10 with t

ns are off the surface mirror planes.  For Sr2+ and Y3+, the offset is mainly along [-

110] direction to maintain roughly the same bond length between the ions and the 

underlying BO and TO atoms.  The different heights of BO and TO atoms from the 

surface, (1.29 and 1.96 Å, respec
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makes the Zn-O bond length more favorable as compared with literature values.  The 

metal ion-oxygen bond lengths are shown in Table 4.6, where the bond lengths are 

calcula

e rutile surface relaxation is 

considered.  And they are simply shown as a first order reality check.   

Seen from the calculation is that the TZn atom is only bonded to BO atoms.  And 

ignificantly shorter 

than ond length, such as  av  val 1.9  Z his 

could ue factors: first, the un lyin  ato  no  b tice 

position.  Seco  the is a ecies, which is only ~ 25% of the total 

specifically ad  Zn Th d p rame om  w rge dard 

deviations suggests the positions d  are not pr y d .  F  it i  

that the ion and/or surface oxygen positions are displaced both laterally and vertically 

from th

3+ 2+

2+ 3+ 2+

 

ted based on the assumption that the rutile (110) surface undergoes no relaxation 

and reconstruction.  TO* and BO* in the table denoted for the TO and BO atoms in the 

adjacent non-primitive tetragonal unit cell.  And the σ = 0 Å results are used for this 

calculation.  All the numbers listed should be changed once th

BZn atom is very close to TO atoms.  In fact, the Zn-O distance is s

 th orme n al Zn-O b  the erage ue of 8 Å in nO.  T

be d  to a few der g TO ms is t at its u tlk la

n ,dly B  Zn  minor sp

sorbed 2+.  e fitte a ters c e out it lah stan

erived ecisel efined inally s possible

eir assumed locations.   

The calculated ion-oxygen bond lengths for both Y  and Sr  are similar to their 

typical values, e.g., ~ 2.6 Å for Sr -O and ~ 2.4 Å for Y -O.  The distances from Sr  to 

the four neighboring oxygen atoms are all different because of the lateral displacement 

from the high symmetry position.   
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Figure 4.10.  The schematic structures with ball and stick model of the adsorbed 
ions at the rutile (110)-aqueous interface.  (A)-(C) are the perspective views of Sr2+ (in 
green); Y3+ (in blue); and Zn2+ (in black), respectively.  (D)-(F) are the top views of the 
same ions.  Outlined with blue is the non-primitive tetragonal unit cell.  Two non-
primitive tetra
positions are dem

gonal unit cells are shown in each subfigure.  The symmetry equivalent 
onstrated in each plot.   

interface.  Here no relaxation of the rutile (110) surface is assumed.   

 

Table 4.6.  The metal ion-oxygen bond lengths at the rutile (110)-aqueous 

Lattice parameters  BO TO BO* TO* 
a = 6.4965 Å X 0.00 0.50 0.00 0.50 
b = 2.9587 Å Y 0.50 0.50 -0.50 -0.50 
c = 6.4965 Å 

 

Z 0.20 0.31 0.20 0.31 
 X Y Z Bond length (in Å) 

TZ 2+n 0.11 0.50 0.48 1.98 2.78 - - 
BZ

 

n2+ 0.46 0.00 0.40 3.59 1.62 - - 
Sr2+ 0.21 0.12 0.48 2.56 2.47 2.94 2.86 
Y3+ 0.23 0.00 0.43 

 

2.60 2.43 2.60 2.43 
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rface symmetry equivalent positions are not necessarily the 

equivalent positions in term of bulk lattice reflections.  According to the Equation (2.3), 

for a number of discrete projected atom positions, it is like: 

  (4.2) 

Here j denoted the different projected positions, cj is the fractional occupation and pj is 

the fractional position in term of the d-spacing of Hth reflection for the jth position.  When 

there are two equally populated projected positions, c1 = c2 = cx, the Equation (4.2) can 

be written as: 

Now we can explain in more detail the measured coherent positions and fractions 

for the adsorbed ions.  Again as described in Chapter 2, the measured coherent position 

and fraction are just the phase and amplitude of the Fourier component at the momentum 

transfer.  In the case of one atom position, the coherent position should simply be the 

distance from the atom to the diffraction plane.  And the coherent fraction should be 

primarily due to the ordered fraction.  But it seems that this is not followed in the Sr2+ 

and Y3+ case—although only one position for each ion is obtained in the final structure, 

the coherent fractions for (101) and (211) reflections, being essentially 0, can not be 

explained by ordered fraction alone because from the (110) reflection, that number 

should be around 0.5 at least.   

The key point is the su

( ) [ ] ( ) [ ] [ ]∑∫ =•==
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Therefore, ( )[ ]12cos2 zzcaf xHH −== π , and ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛ +
=

2
21 zz

PH .  Here the coherent 

fraction is primarily determined by the geometry factor, aH, since it is already known that 

C ≈ 1 and DH ≈ 1.  When the two positions differ by half of a d-spacing, i.e., z2 - z1=0.5, 

we find that the coherent fractions have zero value, fH = aH = 0.  This geometry factor 

explains the low coherent fractions observed for some of the reflections.   

To better demonstrate this, the rutile surface structure with the adsorbed Sr2+, Y3+, 

and Zn2+ ions are plotted for each reflection in Figure 4.11 (A), (B), and (C), respectively.  

The same crystal structure is viewed from the different directions to clearly show the 

diffraction planes (solid blue lines), which are set perpendicular to the plane of paper in 

all cases.  Two Zn2+ positions are shown in different colors (shades) on the same plot.  

The center plane of each individual adsorbed ion position is marked with a dashed line 

and the distance from the center plane to the diffraction plane is labeled with purple line.  

For Sr2+ and Y3+ case, the symmetry equivalent positions, which should be equally 

occupied, are projected to be only a single ion height for reflections (110), and two 

almost same heights for (111) and (200) reflections.  Thus the measured coherent 

fractions and coherent positions appear to be a single ion position alike in these three 

reflections.  However, for reflections (101) and (211), the projected ion positions are 

different and close to half d-spacing apart.  That results in a coherent fractions close to 

zero in those measurements.  
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Figure 4.11.  Projected view of rutile (110) surface and adsorbed ions (A) Sr2+, in 
green, (B) Y3+, in blue, and (C) Zn2+, in black and grey for two different positions, TZn 
and BZ
from different direction to reveal the diffraction planes (solid blue lines), perpendicular to 

distances from the diffraction planes are indicated with the p rple bars.   

n, respectively.  The same rutile (110) unit is shown in each projection, viewed 

the paper.  The centers of the adsorbed atoms are labeled with dashed lines and their 
u
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4.4 The significance of the ion location measurements 

te that the Stern layer distributions are under crystallographic 

control

2+ 2+

2+ 3+ 2+ 3+

 

in term 2+

4+ 117. 2+

 

s of the ion size.  First the Zn  ion size (R = 0.74 Å as VI-fold coordinated) is 

very close to that of Ti  (R = 0.75 Å) in the rutile crystal.   So the adsorbed Zn  tends 

For the Zn2+ case, the projected views appear somewhat complicated because of 

the two different locations plus the symmetry equivalent positions.  But actually the 

secondary position (BZn) is much lower coverage (~ 25%), indicated with thinner purple 

lines.  Even if it is at a position that is a half d-spacing away from the primary adsorption 

site, its effects on the measured coherent fractions and positions are minimal.  

Furthermore, for the ions at the primary position, the separation of the projected positions 

(z2 - z1) is far from 0.5.  Therefore for Zn2+, all reflections have non-zero coherent 

fractions and suggestive coherent positions.   

These data indica

 by the substrate lattice, and reveal two potential difficulties of interpreting ion 

adsorption phenomena in the absence of such structural information: (1) the unexpected 

difference in adsorption site for two divalent metals, Sr  and Zn , and (2) the similar 

adsorption sites for Sr  and Y , even though Sr  and Y  are weakly and strongly 

bound, respectively (as indicated by their differing sensitivity to the concentration of 

indifferent background electrolytes), and have very different bare ionic radii.  Such

independent structural information is needed to interpret EDL phenomena using surface 

complexation models.   

The difference in the ion adsorption positions can be interpreted in a simple way 
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e neighboring oxygen atoms at the same time.  So the 

tetradentate position is not a desired position for smaller ions (pure geometrically 

speaking, R ~ 0.88 Å is the boundary for this).  Similar adsorption geometry was 

observed when Co , an ion with comparable size to Zn2+, adsorbed onto the rutile (110) 

surface

ments were performed with imperfect synthetic rutile 

crystals

-based measurements, 

including the im

to take a position similar to the bulk Ti atoms.  On the rutile (110) surface, however, the 

lowest potential point should be the tetradentate site, i.e., in between the surface oxygen 

atoms.  For the larger ions like Sr2+ and Y3+, it is possible to be seated in such a position 

while their coordination shells are partially completed by the surface oxygen atoms.  

Therefore the tetradentate position on the rutile (110) surface offers a stable position for 

these larger ions.  Zn2+ ion, on the other hand, is too small to locate at tetradentate 

position and bonded to th

2+

 with EXAFS.64.  

The Bragg-XSW approach used here is usually assumed to be applicable only to a 

few select materials that can be grown as perfect crystals (e.g., silicon, germanium).  In 

contrast, the present XSW measure

 that would normally be considered inappropriate for XSW analysis, but are made 

feasible with recent advances in high brilliance X-ray sources that can illuminate small (~ 

100 µm in cross section) coherently scattering volumes with sufficient flux to retain sub-

monolayer sensitivity.  The present results demonstrate that XSW

aging approach described here, are now applicable to probe reactions at a 

far broader range of solid-liquid interface systems than previously thought to be possible.  

This new model-independent image-based analysis of XSW data is especially 

important for understanding complex ion distributions.  This is illustrated, in this case, by 



161 

 

4.5 Conclusion 

 resolution.  Combining with the tradition XSW 

triangu

2+ 3+

2+

distribu

its ability to directly resolve the two distinct Zn2+ adsorption sites in a manner that is no 

more difficult than determining the substrate atom locations or the simpler distributions 

for Sr2+ and Y3+.  In systems where there may be co-adsorption of two or more species 

(e.g., ternary sorption complexes), the elemental sensitivity of XSW allows the 

distributions of each element to be determined in the same manner as that described 

above as long as those elements are spectroscopically resolved (e.g., by their respective 

characteristic emissions).   

 

XSW imaging offers a direct, model independent method to achieve the elemental 

distribution profile with sub-Angstrom

lation data fitting, more precise atom locations can be determined with relative 

coverage of each adsorption site.   

With the XSW imaging and triangulation, Sr  and Y  ions are determined to be 

at tetradentate position at the rutile (110) surface.  And Zn  ions are taking the extended 

bulk Ti atom positions at the surface with the primary one on top of the BO atoms and a 

minor species at the surface sites bridging the two TO atoms.   

Bragg-XSW images of surface adsorbed species, described here, project 3D ion 

tions into the primitive substrate crystallographic unit cell, and therefore 

emphasizes the Stern ion locations over the diffuse ion distribution (because the Debye 

length is substantially larger than unit cell dimensions).  This also results in the well-
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-ray reflectivity data, and molecular dynamics simulations).  

These 

 adsorbate bonding directly to the rutile surface lattice.87.  Bond 

lengths between adsorbed ions and surface oxygen atoms can be inferred by constraining 

the positions of surface oxygen atoms with X-ray reflectivity 87. or through analysis of X-

ray absorption fine structure data.61,81   

For the SCM modeling, knowledge of the ion adsorption structure leads one step 

closer to reveal the exact reactions at the interface, such as the bond breaking and 

forming, proton adsorption and desorption, which will lead to a more detailed 

understanding of these interfacial processes.  In such point of view, similar knowledge of 

the surface proton and oxygen structures would be of substantial help.  While it is 

practically impossible to probe the locations of protons at an interface with X-rays under 

aqueous solution, neutron scattering may be able to provide some constraints in this area.   

Simulations are another way to gain knowledge of the interfacial structure.  Direct 

comparison between the measured adsorbed ion positions with the results from the MD 

simulation yield very good agreement.  Therefore the MD simulation is proven to be able 

known modulo-dH ambiguity in the derived adsorbate position.79,80  The present results 

therefore do not distinguish if the adsorbate is, for instance, adsorbed directly to the 

surface (as an "inner-sphere" adsorbate), or above the surface plane (e.g., either as an 

"outer-sphere adsorbate" or in the diffuse layer).  This inner- vs. outer-sphere ambiguity 

can be resolved with additional information (e.g., independent knowledge of ion-

substrate interactions, X

additional constraints, especially the close agreement between XSW results and 

molecular dynamics simulations, demonstrate that each measured adsorbate species 

occurs as an inner-sphere
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to properly describe these interfacial processes.

proton adsorption behavior in the cases where ion adsorption measurements exist, but 

also for those situations wher  or not feasible, such as 

lighter ions like Na+, which cannot be measured with the XSW method.  The combination 

of X-ray measurements and MD simulations can expand the knowledge about interfacial 

structur

  It is not only valuable in showing the 

e the measurement is not available

e significantly.   

Although XSW can not offer any surface oxygen or interfacial water molecule 

information, they should be able to probe with other X-ray methods, including EXAFS 

and CTR measurements. 

 



 

Chapter 5 Probing rutile (110) surface structure with crystal 

5.1 Purpose of the work 

14 2

.  Assuming that the coherent 

adsorbe

164 

d ion has a coverage of half a monolayer, for the typical 2 µm thickness of 

solution, the concentration of the ion in the bulk solution should be normally lower than 

10

truncation rod analysis 

As we discussed in chapter 4, although XSW is a powerful tool in probing the 

adsorbed ion locations, the XSW method has limitations.  XSW has the module-d 

ambiguity so that, by itself, the adsorbate location can not be determined uniquely (e.g., 

on the surface, or one d-spacing above the surface).  Because the XSW technique relies 

on the X-ray fluorescence from the atom/ions, elements with low characteristic 

fluorescence energies are very difficult to measure in-situ because these signals would be 

greatly attenuated by the bulk solution present on top of the surface.  Practically speaking, 

for less than half monolayer coverage (~ 5 × 10  atom/cm ), Zn is probably the lowest Z 

element that can be measured with XSW in-situ.  A separate limitation derives from the 

need to limit the amount of non-coherent background signal from the fluorescing atom to 

be low, ideally lower than 10% of the total signal, since the X-ray fluorescence is not 

surface specific.  If the background fluorescence signal is higher than the actual coherent 

signal, extra care must be taken when processing the data

-3 mol/kg.  This upper limit on the solution concentration is appropriate to study multi-



165 

 positions of the surface oxygen atoms and interfacial water molecules are 

not available, which are very important to understand the interfacial process, e.g., the 

precise ion oxygen distance would be a direct indication of what kind of bond forming at 

the interface; and the water molecule distribution would give a hint about the interfacial 

pendent method is needed which can be applied to probe 

the sur

 

face/interface structure without the above limitations.  CTR is one candidate.  By 

monitoring the weak intensities between the Bragg peaks, not only the adsorbate 

geometry, but also the interfacial structure can be solved.   

Various studies show that the non-reconstructed TiO

valent ions adsorption onto rutile (110) surface, which is normally measured at 10-4 or  

10-5 mol/kg to stay well below the soluble limit of the ion carbonate or hydroxy might 

form in the solution where the pH is controlled to be above the ion adsorption edge.  But 

for monovalent ions like Rb+ no ordering of ions at the interface is observed for 

concentrations up to 10-3 mol/kg, as addressed in Chapter 3.  Questions arise from these 

measurements:  Is it that Rb+ is not specifically adsorbed to the rutile (110) surface?  Or, 

is the fraction of the total ions adsorbed is so low that the effect can not be seen by XSW 

method, especially in the presence of the larger fluorescence signal from solution?  

Because it utilizes the same fluorescence signal, EXAFS method shares the same 

problem.  Also the XSW measures the ion location with respect to the bulk lattice, 

therefore the

dielectric properties.  So an inde

2 (110) (1 × 1) surface is the 

most stable phase in the O2 (> 10-4 Torr partial pressure) or wet environment.31.  The CTR 

measurement of TiO2 (110) surface in the vacuum shows that surface are terminated with 

the bridging oxygen rows and the 5-fold coordinated Ti atom rows alternatively with the 
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inary works}. At 1BM-C, a symmetrical Si (111) high heat load monochromator is 

used to select the X-ray energy of 14.9 keV for both TiO2/H2O and TiO2/Rb+ solution 

measurements (see Figure 5.1, beamline setup diagram.)118  The incident beam was 

focused onto the center of the diffractometer both horizontally and vertically (with the 

relaxation up to 0.25 Å for the first three layer of atoms.35.  Those large relaxations and 

the possible reconstructions are come from the truncation of the bulk crystal, i.e., the 

minimization of the energy of the broken bonds.  On the other hand, the study of rutile 

RuO2 (110) surface in H2O shows that the oxygen coordination shell around the Ru atom 

is completed by the adsorbed water molecule (or hydroxyl group).70.  This indicates that 

the structure of the oxide surface could be quite different in vacuum and in contact with 

the aqueous solution.  Although extensive efforts have been put to the rutile related study, 

there is still very little knowledge about the atomic scale surface structure for the rutile 

surface in contact with bulk aqueous solution.  The details of such structure would set the 

foundation for the further studies concerning ion adsorption structure and interfacial 

chemistry.   

 

5.2 Experimental details 

5.2.1 Experiment setup 

The CTR measurements were preformed primarily at beamline 1BM-C (XOR/ 

SRI-CAT) at Advanced Photon Source (APS), Argonne National Laboratory (ANL) {and 

at beamline 12BM-B, 11ID-D, and 12ID-D (BESSRC-CAT) at APS, ANL for the 

prelim
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sagittal focusing monochromator and the vertical focusing mirror).  The beam size is 

further reduced by a set of slit immediately in front of the diffractometer so that its size is 

0.45(h)  0.3(v) mm2 at the center of diffractometer (i.e., at the center of sample surface).  

The X-ray beam intensity after the incident slit is monitored (as I0) with an ion chamber 

with pure dry N2 gas flowing through.  A CyberStar® scintillation detector was used to 

record the reflected X-ray beam intensity (as IR) on the detector arm of the diffractometer 

at a distance of ~ 780 mm from the sample.  The window setting of the detector amplifier 

noise, harmonics in the incident X-ray beam (e.g., λ/3 from the Si(111) monochromator) 

and pulse pile-up due to large count rates.  The signals that fall above the upper limit of 

the window are also recorded for the purpose of detector deadtime correction.   

Cu-foil attenuators are inserted in front of the detector to measure the high 

reflectivity near the Bragg peaks.  The attenuation factors of the different foils are 

calibrated during the measurements.  The detector slits, immediately in front of the 

detector, define the Q resolution of the measurement and eliminate the diffuse 

background signals.  Guard slits are put in between the detector slit and the sample to 

make sure that the only signal entering the detector are actually from the crystal-liquid 

interface other than scattering from sources such as the edge of the slits, the sample cell, 

etc.   

 ×

is applied so that the primary elastic signal can be distinguished from low level electronic 



168 

 

 

 

 

 

 

Figure 5.1.  The schematic bending magnet beamline setup at 1BM (XOR), APS, 
ANL.   
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5.2.2 Geometry of the diffractometer 

A six-circle diffractometer is used as a four-circle one.  The axes of the 4-circle 

-1

//
2;        (5.2) 

χ = ctg-1(Q///Q⊥); i.e. Ψ = 90-χ = tg-1(Q///Q⊥);    (5.3) 

// X Y 5.4) 

Y X

X Y ⊥

Here Q is the momentum transfer. Q⊥ (also referred as QZ) and Q// are the sub-

components of the momentum transfer along the surface normal direction ([001]S = [110] 

direction) and in the surface plane, respectively.  The general relation has been described 

in Chapter 2 & 4.  QY and QX are the sub-components of Q// along X ([100]S = [-110]) and 

Y ([010]s = [001]) direction in the surface plane.  a, b, and c are the lattice parameters of 

the non-primitive tetragonal unit cell.  H, K, and L are the miller index of a point in the 

reciprocal space.  Note here an orthogonal system is assumed, like in the case of rutile 

structure, to obtain the Equation (5.6) from a general expression Equation (2.17).  For a 

crystal truncation rod, H and K should both be integers.  E.g., for the specular rod, H = K 

diffractometer, 2θ, θ, χ, and ϕ are used in stead of δ, η, ν, µ, χ, and ϕ.  The orientation 

matrix is calculated and controlled by SPEC with FOURC geometry.  Omega-equal-zero 

mode is used.  The geometry relation we have as:  

θ = (2θ)/2 = sin (Q*λ/4π)       (5.1) 

Q2 = Q⊥
2 + Q

Q 2 = Q 2 + Q 2;        (

ϕ = tg-1(Q /Q );        (5.5) 

Q  = (2π/a)*H; Q  = (2π/b)*K; Q  = (2π/c)*L;  (5.6) 
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= 0.   

he rutile bulk Bragg peaks, in primitive tetragonal notation, and the (110) 

surface truncation rods, in non-primitive tetragonal notations, are shown in reciprocal 

space in Figure 5.2.  Only a quarter of the reciprocal space above the surface is shown.  

The other three can be achieved by the surface symmetries (two orthogonal mirror planes 

perpendicular to the surface along Qx and Qy direction, respectively.)  Dashed lines 

indicate the weaker “oxygen only” rods, where Ti atoms have no contribution to the 

intensity.  And the solid lines are the “strong rods” that have contributions from both 

lattice Ti and O atoms. 

5.2.3 Details of CTR measurements 

Care was taken to find a region on the crystal surface that was homogeneous (in 

terms of both structure and roughness) by measuring the reflectivity across the surface 

near a first mid-zone point, i.e., L = 1.1 on H = 0 & K = 0 rod (namely the 00S rod), 

which is sensitive only to the surface structure.  The final measured spot is at the center 

eter.  Under such conditions, even if there are relative motions of the 

X-ray beam over the sample surface during the measurements (e.g., caused by the minor 

misalignment, temperature change inside the hutch), the rods we measured can still be 

considered from the surface with the identical characterization so that one unique 

structure can be associated with all the data.   

T

of the area, across which the mid-zone reflectivity is homogeneous.  The area has the size 

about 2 or 3 times of beam footprint size (at L = 1.1 on 00S rod) across, i.e., at least 1 

millimeter in diam
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Figure 5.2.  The bulk Bragg peaks (circles) and the surface truncation rods (solid 
and dashed lines) of rutile TiO2 (110) surface in the reciprocal space.  Dashed line 
indicates the weaker “oxygen only” rods, where Ti atoms have no contribution to the 
intensity.  And the solid lines are the “strong rods” have contributions from both lattice Ti 
and O atoms.   
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ger.  The 

solutio

surface dominant signal (L = 2.1 and L = 3.7) are checked for each rod.  The integral 

The measurements were performed in-situ in a thin-film cell that was described 

previously in Chapter 3.  Before each measurement, the solution between the Kapton film 

and the sample surface was minimized and the cell is sealed to maintain a minimal 

solution thickness during the whole CTR measurements.  The minimal thickness of the 

solution is not as critical as in the XSW case.  It does, however, help to reduce the angle-

dependent attenuation at low Q, where the beam path through the solution is lon

n or water is occasionally flashed through the cell to prevent the cell from drying 

out.   

The rutile TiO2 (110) crystal is mounted initially in deionized ultra-filtered water 

(DIW, > 18 MΩ).  And a full set of the CTR measurements, i.e., 00S, 11S, 20S, 02S rods, 

are carried out.  A few fiducial points, i.e., L = 1.9 (blue squares, with Cu attenuator, 

therefore the intensity is multiplied by a factor of 0.032) and L = 1.1 (black diamonds), 

on 00S rod, and L = 2.1 on 11S rod (green triangles) are repeatedly checked.  The fiducial 

points include the measurements of both bulk signal dominant (L = 1.9) and surface 

signal dominant (L = 1.1) points, which give us the sensitivity to any changes to either 

the crystal surface or the whole system.  The integral intensities of the rocking scans are 

shown in Figure 5.3 (A).  The intensities of L = 2.1 points on 11S rod are scaled by a 

factor of 8 in the plot.  The constant intensity at all fiducial points ensures that the surface 

was unchanged during the course of measurement.   

Surface symmetry equivalent rods are checked for 11S rod family, i.e., (1, 1)S, (1, 

-1)S, (-1, 1)S, and (-1, -1)S rods.  Both bulk dominant signal (L = 2.9 and L = 1.2) and 
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intensities are shown in Figure 5.4.  The surface signal at L = 2.1 and L = 3.7 are 

multiplied by factors of 10 and 100, respectively.  The intensities for each L position only 

fluctuate slightly, within 5% for the bulk signals and within 10% for the surface signals, 

which indicates that the systematic error for the off-specular rod measurements is small 

(< 10%) and the measured intensity modulation on the rod is dominated by the intrinsic 

surface structure, not the extrinsic factors, such as the setup or alignment error.  

It has been known from the XSW measurement that when TiO2 (110) surface is in 

contact with low concen -3 + quisition 

of the +

with the high ionic strength, Debye length of diffuse double layer is going to be very 

short (a few Å).  Therefore more Rb+ ions will adsorb onto TiO  surface.  The Rb+ 

concentrations that were used, a single solution injection contains a substantial excess of 

tration (< 10  mol/kg) of Rb  solution, which is the re

XSW method, very few Rb  ions adsorbs directly onto the surface.  To get more 

ions adsorbed to the surface, the 1 mol/kg RbCl solution, adjusted to pH = 12 with RbOH, 

is used for the CTR measurement of the TiO2/Rb+ interface structure.  At this pH 

conditions, the TiO2 (110) surface is further negatively charged than at lower pH.  And 

2

solution is injected into the cell to replace the DIW.  For the experimental solution 

ions with respect to the nominal available surface site density.  For rutile in Rb+ solution, 

00S, 20S, 02S, 11S, and 40S rods are measured with the exactly the same setup as the DIW 

measurements have.  The fiducial points L = 1.1 (black diamonds) and L = 1.9 (blue 

squares) on 00S rod are measured at the beginning, between different rods, and at the end 

of all the measurements to monitor the surface stability.  Also measured as fiducial points   
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Figure 5.4.  Measured integral intensity at L = 1.2, 2.1, 2.9 and 3.7 at the 
symmetry equivalent position on (1, 1)S, (1, -1)S, (-1, 1)S and (-1, -1)S rods.  The surface 
signal at L = 2.1 and L = 3.7 are magnified by a factor of 10 and 100, respectively.   
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ave 30% lower intensities than all the other measurements.  That happened 

after fl

5.2.4 Data preparing details 

The measured reflected X-ray signals are first corrected with the pileup correction.  

upper limit of the signal window, are due to double pile-ups, which should be true in our 

OCR = Iwindow + 2 * Iupper       (5.7) 

econdly applied is the deadtime correction of the scintillation detector with the 

equation:  

OCR = ICR * exp(-ICR * τ)       (5.8) 

Where ICR, the input count rate, is the actual count rate of X-ray photons entering the 

detector; and τ is the time constant, which indicates the ability of a detector handling the 

during the off-specular measurements are L = 2.1 on 11S rod (green triangles) and L = 

1.15 on 20S rod (red circles).  The integrated intensity is plotted out in Figure 5.3 (B).  

The intensities of points on 11S rod are scaled by a factor of 3 on the plot.  Again no 

significant change occurs during the whole measurement.  The last few points at L = 1.1 

on 00S rod h

ushing a fresh solution through the cell, which may have caused the sample to 

move slightly.  And this lower intensity is stable during the final measurement, too.  The 

change here is relatively small compared to the intensity drop upon the Rb+ adsorption, 

which is almost a factor of 10 difference.   

To do this it is assumed that all the counts in the detector upper level, i.e., above the 

case where the photon beam harmonics (e.g., λ/3) and multi-pileups are negligible.  Thus, 

the total output count rate (OCR) from the detector should be  

S
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high count rate X-rays.  τ depends on a few different conditions, such as the peaking time 

of the amplifier and the synchrotron storage ring fill pattern.  But usually it is of the order 

of µs or tenths of µs.  During our measurements, it is approximately τ = 2.74 µs (Figure 

5.5) with the Cyberstar peaking time set at 0.3 µs and the single bunch mode at APS.  In 

the range we have data (ICR < 80 kcps), the calculation based on Equation (5.8) agrees 

with the data very well.  As we can see, at the low count rate, e.g., < 10 kcps, there is 

hardly any difference between OCR and ICR.  The higher ICR goes, the larger the 

deviatio

e X-ray count rate.  Either way some uncertainty is 

introduced as a price of gaining a larger dynamic range in measuring the reflected X-ray 

intensities.   

In the cases that the filters are used, the attenuation factor needs to be normalized 

out after the deadtime correction, i.e., ICR0 = ICR / ATTN, where ATTN is the attenuation 

factor.  ATTN can be either calculated based on the materials and the thickness of the 

attenuator and the X-ray energy.  Or it can be measured with proper X-rays intensity.   

Finally the corrected count rate at the detector ICR0 is normalized to the incident 

beam intensity I0 to get rid of any fluctuation in the incident beam (e.g., due to changes in 

the synchrotron storage ring (e.g., electron current) or the upstream optics) and the 

reflectivity is obtained as RM = ICR0 / I0.  If absolute reflectivity is preferred, the incident 

X-ray photon flux can be estimated from the ion chamber count rate I0 or the direct 

through beam intensity monitored with the calibrated attenuators.  However, this 

estimation normally is not necessary since it is a constant factor in all the measurements.   

n of OCR from ICR.  We can either use Equation (5.8) to do the correction or 

insert beam attenuators to reduce th
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Figure 5.5.  Deadtime correction of the Cyberstar detector with peaking time set 

at 0.3 µs and single bunch mode of APS fill pattern.  Black dashed line is the calculation 
with the time constant τ = 2.74 µs.   



178 

 

the cas

θ 

rface structure analyzing 

he terminology of the surface atom positions are shown in Figure 5.6.  TO is the 

A prefactor can be applied in the afterward analysis to account for this.  Another 

reason for not calculating this transform factor is that we use the integral intensity 

underneath the rocking curve instead of the peak intensity.  The integral intensity is the 

convolution of the detector resolution (detector slit size related) and a segment of rod.  In 

that sense the incident flux used as the normalization should be an integral too.  This can 

be done with the measurement of the direct through beam at θ = 2θ = 0.  The convolution 

of the detector slit with the incident beam is proportional to the incident beam intensity in 

e that the detector slit size is fixed.  If somehow, the detector slit size changes 

during the measurement, normalization to the detector resolution function (|K|(∆2θ)) is 

needed, where ∆2θ is the FWHM of the detector scan at 2 = 0 position and |K| = 2π/λ is 

the wave vector of X-ray beam.  So in the case that the absolute reflectivity is not needed, 

it is simpler to use the beam monitor reading (I0) and inserting a prefactor to account for 

the translation from the reading of the beam monitor to the integral incident intensity.   

Once the measured reflectivity RM is achieved, all the corrections listed in Chapter 

2 need to be applied so that the normalized reflectivity RN can be obtained and 

conveniently used in the structure fitting.   

Except for a few points, the statistical errors for the measured reflectivity are very 

small (< 1%).  However, to account for the (possible) systematic errors, the minimum 

error of 5% is applied on all data points.   

5.2.5 Rutile-aqueous inte

T
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terminal oxygen; BO is the bridging oxygen; PO1 & PO2 are the two oxygen in the 

surface Ti-O plane; LBO is the lower bridging, i.e., the mirror image of the BO about the 

surface Ti-O plane; LTO is the lower terminal oxygen; LPO1 & LPO2 are the in plane 

oxygen in the second Ti-O plane (i.e., beneath the surface); TTi is the surface Ti bonded 

to the terminal oxygen; BTi is the surface Ti bonded to the bridging oxygen; LTi2 is the 

lower plane Ti which has the same geometry as BTi; LTi1 is the lower plane Ti which 

has the same geometry as TTi.  The origin of the coordination system is at BTi position.   

achieved by repeating the unit infinitely laterally and on one side of the crystal surface 

vertically.  All the atom positions in the bulk are known and fixed.  One more laterally 

infinite layer of the repeating unit is added to the surface to account for the surface layer 

of the crystal, which may undergo relaxations to some degree.  Distinguished from the 

rutile surface in the vacuum, the terminal oxygen rows are thought to be present.  All the 

atoms in this layer are able to relax from its bulk equilibrium position.  And the initial 

relaxation are typically set < 0.1 Å. Water molecules are put onto such surface at 

different positions, e.g., the tetradentate position, bidentate position between two TO’s, 

between two BO’s, or between a TO and a BO, monodentate position above BO and their 

combinations are all explored.   

 

According to the theoretical calculations and the vacuum measurements, the TiO2 

(110) surface in DIW at room temperature and one atmosphere pressure (ambient 

condition) should have no significant reconstruction.35,59  Therefore, a single non-

primitive tetragonal unit cell is used as the basic structure unit.  The bulk crystal is 
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Figure 5.6.  Schematic structure of the TiO2 (110) non-primitive tetragonal unit 
cell.  S
labeled as they are called in the text.  TO is the terminal oxygen; BO is the bridging 

bridging, i.e., the mirror image of the BO about the surface Ti-O plane; LTO is the lower 

the surface Ti bonded to the terminal oxygen; BTi is the surface Ti bonded to the 

the lower plane Ti which has the same geometry as TTi.  The origin is at BTi position.   

hown here all the atoms are at their bulk crystal equilibrium positions.  Atoms are 

oxygen; PO1 & PO2 are the two oxygen in the surface Ti-O plane; LBO is the lower 

terminal oxygen; LPO1 & LPO2 are the in plane oxygen in the second Ti-O plane; TTi is 

bridging oxygen; LTi2 is the lower plane Ti which has the same geometry as BTi; LTi1 is 
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n width as the distance from the interface increases.  

For the

s below the surface Ti-O plane in the TiO2 crystal lattice, no lateral 

offset is allowed except for the surface in-plane oxygen atoms because of the restriction 

from the bulk symmetry.  Only relaxations along the surface normal direction are allowed.  

For the surface in-plane oxygen atoms, the lateral relaxation, which primarily caused by 

 and the adsorbate at the interface, on the other hand, are 

given the freedom to move laterally.  For BO atom

The symmetry of TiO  (110) surface is applied so that symmetry equivalent atoms 

are restricted to have the same symmetry equivalent relaxations. E.g., if one of the in-

The bulk water is modeled in two different ways, either as a structureless 

continuous profile, or as a layered fluid.  For the layered water model, a series of 

Gaussian functions are distributed in layers extending from the interface into the bulk 

solution with an increasing Gaussia

 structureless water model, the water is treated as the medium without any internal 

structure and follows the error function profile.  Unless it is found to be absolutely 

necessary to explain the data, the structureless water model is assumed to be preferable to 

the layered water model.  The total thickness of the water layer is taken as the actual 

water thickness plus the plastic layer (Kapton window) thickness.  This is based on the 

fact that the densities of the plastic and water are very close and the approximation 

simplifies the calculation.  A total thickness of greater or equal to 10 µm—7.5 µm of 

kapton plus ≥ 2 µm water—is used typically.  

For the atom

the relaxation of the Ti atoms along the surface normal direction, can only occur along X-

direction ([-110]).  The BO, TO

s, however, because of the double 

bonds to the Ti atoms underneath, the offset along y-direction ([001]) is not allowed. 

2
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plane oxygen atom

) will have the offset of -0.1 Å from its equilibrium position.  

And fo

along the three primary axes for each atom 

in rutile n e c e ra on am litude

any di

⎜ UUU          (5.9) 

11 22 33

⎠
⎜
⎝

⎟
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⎜
⎝ ZUUU 332313

131211

where 2

s (say, PO1) moves 0.1 Å along X-direction ([-110]), the other in-

plane oxygen atom (PO2

r the adsorbate, it also means that the occupancies of an adsorbate at the symmetry 

equivalent positions are the same.   

The vibration amplitudes of the atoms and adsorbates are included for calculating 

the Debye-Waller factor.  Because of the anisotropy of the crystal structure, the vibration 

amplitudes are different along different directions.  The projection of the 3d vibrational 

amplitude along the momentum transfer, Q, direction is the quantity that affects the 

measured intensity.  The vibration amplitudes 

crystal are know .112.  Therefore w  can alculate th  vib ti p  along 

rection.  For the surface atoms, the adsorbate, and the bulk water molecules 

(isotropic vibration applied), the primary vibration amplitudes can be included as the 

fitting parameters.   

Generally, the thermal vibration parameters are:  

⎟
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where U , U , U , are along three axes x, y, and z.  Along a random direction Q, the 

vibrational amplitude square is  
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the thermal Debye-Waller factor is exp(-|Q| U(Q)/2).  Here X, Y, and Z are the 
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direction cosine of vector Q with respect to the three axes, i.e., ( )Q/cos 1
xQX −= , 

( )Q/cos 1 QY −= , ( )Q/cos 1 QZ −= , where Q , Q  and Q  are the component of Q y z x y z

along x, y, and z axis direction, respectively.   

For rutile crystal, U11 = U22, and U23 = U13 = 0.  It turned out that the U11 + U12 

and U11 - U12 directions are the principal axes of the thermal vibration ellipsoid, which 

are simply the rutile [110] and [-110] direction.  Considering the non-primitive tetragonal 

unit cell has [110] as [001]S, and [-110] as [100]S, [001] as [010]S. The principal axes are 

simply the axes of the rutile non-primitive tetragonal unit cell axes.  If the direction 

cosine of the vector Q with respect to the non-primitive tetragonal unit cell axes are X0, 

Y0, and Z0, U(Q) can be easily calculated as:  

U(Q) = (X0) (U11 + U12) + (Y0) (U11 - U12) + (Z0) U33.     (5.11) 

Because of the freedom of the adsorbate and the surface atoms, there would be 

more than 50 fitting parameters if all the structure parameters were allowed to be fitted 

independently.  The fitting might be trapped at some local minimum so that the best 

parameter set, which corresponds to the actual structure, is missed.  In practice, the fewer 

ure parameters, e.g., the positions and the 

ace atoms in the first 3 layers and the adsorbate, which are 

normally significantly affect th

such as the relaxation of the atoms far away from the surface, the vibration amplitudes of 

the adsorbate, which has minimal effect on the structure factor, are normally fitted 

separately by varying only one or a few of them at a time while others fixed at the 

2 2 2

parameters, the better.  The primary struct

occupation factors of the surf

e structure factor, are always fitted.  Other parameters, 
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y parameters.  Once a reasonable value 

obtaine

 the bond 

e to 2 ML, i.e., two water molecules per rutile (110) surface unit cell 

(19.22 Å2

molecule per ~ 10 Å2.  Any significant higher or lower number suggests deficiencies of 

the model and/or experimental data.   

 

5.3 Results and discussions 

2

into the size of the terrace between adjacent steps is ~ 0.2 µm in average given that the 

optimized values.   

For instance, normally the vibration amplitudes are smaller than the resolution we 

have, which means they are not uniquely defined by the data.  So first the vibration 

amplitudes are fitted together with other primar

d, the vibrational amplitudes are fixed in value and other primary parameters are 

fine-tuned.  With this method, an optimal structure is obtained with fixed values of all the 

non-primary parameter and optimized values of the primary parameters. Finally the effect 

of varying the vibration amplitude is checked again to make sure the fitting quality (χ2) is 

not changing at the vicinity of the current values.  

The fitting results are checked for the physical and chemical feasibility, e.g., the 

packing density of the adsorbate and length. For instance, given the surface area 

of a non-primitive tetragonal unit cell, a dense adsorbed water layer should have a 

coverage very clos

 in area), which is very similar to the 2-D pack density of liquid water—1 water 

5.3.1 The fitting result 

The measured miscut of the TiO  (110) crystal surface is ~ 0.08°, which translates 
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l with what is 

shown 

 

The fractional occupation factor, β (0 < β < 1), describes the surface roughness.  

In the model, the occupation factor of a full layer in the bulk is 1.  At interface, the first 

rresponds to 

a perfe

0.05 ( ± 0.03), which translates into 

single step height on (110) surface is 3.25 Å.  This number agrees wel

on the AFM image in Chapter 3.  Under such condition, the terrace sites are the 

dominant sites on the surface rather than the step edge sites, which validates the structure 

unit and the symmetry applied in the fitting/calculation on the surface, as discussed above. 

The lateral domain size, L, which can be estimated with the rocking curve width where 

the resolution is enough, is larger than 0.1 µm.   

partially occupied layer on the bulk crystal has an occupation factor β.  For the next 

partial layer the occupation factor is β2, and the next β3, and so on.  β = 0 co

ct flat surface and β = 1 a very rough one.  The β factor describes a randomly 

occupied layer without ordering or domains.  β from the fitting is always smaller than 

( ) drms β−1

on the sample we measu

β 2/1

σ = ≤ 0.75 Å.  This means the roughness 

red is negligible.  Therefore in the fine tuning of the structural 

fitting p

cies at each possible position, i.e., ½ for each BO position and ¼ for 

each TO position.  The occupancy of TO site is allowed to change since the oxygen (or 

oxygen group) at this site suppose to be coming from the external source other than the 

rutile crystal itself, i.e., the H2O or OH- from the bulk solution.  Allowing this occupancy 

arameters, we set β = 0.  

When lateral offsets of the TO and BO atoms are allowed, one BO position will 

split into two positions and one TO position could split into 4 different positions—with 

the equal occupan
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to change is to check the long-time assumption that the rutile (110) surface immersed in 

the aqu

t at 1.03 ± 0.05 ML, as expected.   

The measured CTR data are largely insensitive to the total water layer thickness, 

including both the water and kapton window (with fitted values of 15 ± 15 µm; the large 

error bar which means not well defined.).  The thickness affects only the path length of 

X-rays, which is proportional to 1/sinα, where α is the incident angle of X-ray on the 

surface.  This effect is more significant at small Q with the correction term to the 

reflectivity 

eous solution would gain the fully oxygen covered/terminated surface.  The fitting 

yields the coverage of the TO atoms jus

( ) ⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛
−

t
T
αsin

exp , where T is the thickness and t is the attenuation length of 

water at the given energy.  Changes of a few µm in the total thickness have almost no 

effect on the fitting results. Therefore, the total thickness is fixed at 15 µm.   

The CTR data of rutile (110) surface in contact with DIW and 1 mol/kg RbCl 

solution at pH = 12 are shown in Figure 5.7.  The data points show the integral intensities 

of the rocking scans taken at the given Q value.  Lines show the best fits to the data.   

Table 5.1 is the list of the primary fitting parameters for TiO2 in (A), DIW and (B), 

1 mol/kg Rb+ solution.   

The fitting results for both DIW and Rb+ solution show that the surface atoms 

have minimal lateral relaxation but observable relaxations along surface normal direction, 

including the TTi and BTi atoms and BO and TO atoms.  Other relaxations are all 

relatively small.   
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Figure 5.7.  The CTR data of rutile (110) surface in contact with DIW (blue filled 

The lines are the best fits to the data.   
circles) and 1 mol/kg RbCl solution adjusted with RbOH to pH = 12 (red open squares).  
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different positions, including the site tetradentate to two TO and two BO atoms, the 

site bridging O one ato d it g een tw  atoms.  

The total coverage of w lecules a e io round 2 ML, which 

 th lk w  de   A  th ds d olecules, there is no 

further structured water observed.   

For the TiO2 (11 ) s  Rb  solution, the adsorbed species ed to 

b s in d of water les. The  po tion etty m ilar to 

what water m ules ould  at t  Ti 10) D rface, ng the 

tetrad , and tw te site betwe  TO nd betwee o TO’s, 

respectively.   

The total coverage at the fac ll ites ccu Rb+ ions, is ~ 1 

ML, which is  belo e th al pa den (~ 2 This m s that 

it  occ  by on ste me e a speci st be 

water molecules.  On t er f a  s re o ied r molecules, the 

coverage required by the total electron density would be > 4 ML, which is also 

impossible.  Directly com arin eral veraged electron dens ile a tion 

of the distance from the interfa how  in e 5.8 the higher interfacial electron 

density can be seen for the rutil  solution interface.  To acc r the increase of 

the elec he interface.  We can also 

fit the  

For the TiO2 (110) surface in DIW, the adsorbed water molecules are found in a 

few 

one T and  BO m, an  the s e brid ing betw o TO

 the ater mo t thes posit ns are a

agrees with e bu ater nsity. bove ese a orbe water m

0 urface in + are assum

e Rb+ ion stea  molecu    fitted si s are pr uch sim

olec w  take he O2 (1  — IW inte  includi

entate site o bidenta s en  a BO and n tw

 inter e, if a the s  are o pied by 

 well w th eoretic  full cked sity  ML).  ean

not all the s es are upied Rb+ i s.  In ad so  of th dsorbed es mu

he oth  hand, i ll the ites a ccup by wate

p g the lat  a ity prof s a func

ce, as s n Figur , 

e-Rb+ ount fo

tron density, the Rb+ ions are required to be present at t

TiO2/Rb+ data with a mixture of Rb+ ions and water molecule at different sites.  
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rutile (110) surface in DIW and (B) rutile (110) surface in 1 mol/kg Rb  solution.   

 Atom X0 (Å) X (Å) Y0 (Å) Y (Å) Z0 (Å) Z (Å) Occupancy (ML) 

Table 5.1.  The fitting parameters and the results of the fitting to CTR data of (A), 
+

(A) 

LBO 0.00 0.00 1.48 1.48 -1.27 -1.21(1) 1.00 
BO 0.00 0.00 1.48 1.48 1.27 1.17(4) 1.00 
PO1 1.98 2.00(5) 0.00 0.00 0.00 0.02(1) 1.00 
LTO 3.25 3.25 1.48 1.48 -1.98 -1.96(1) 1.00 
TO 3.25 3.25 1.48 1.48 1.98 2.13(3) 1.01(5) 
PO2 4.52 4.50(5) 0.00 0.00 0.00 0.02(1) 1.00 
BTi 0.00 0.00 0.00 0.00 0.00 0.07(1) 1.00 

Surface 
Layer Atom 

Positions 

TTi 3.25 3.25 1.48 1.48 0.00 -0.13(1) 1.00 
O2  1.13(12)  1.48  4.05(8) 0.46(10) 
O2  5.37(12)  1.48  4.05(8) 0.46(10) 
O1  2.21(5)  0.00  3.51(4) 0.34(5) 
O1  4.29(5)  0.00  3.51(4) 0.34(5) 
O3  0.00  0.00  3.66(7) 0.17(3) 

Adsorbed 
H2O 

 3.66(7) 0.17(3) O3  0.00  0.00 
Bulk H2O  - - -  5.59(15) 1.90 

χ2 = 2.088; χ2(r) = 2.309; Scale factor = 23137(231). * 

(B) 
LBO 0.00 0.00 1.48 1.48 -1.27 -1.31(2) 1.00 
BO 0.00 0.00 1.48 1.48 1.27 1.28(2) 1.00 
PO1 1.98 1.98(3) 0.00 0.00 0.00 -0.03(2) 1.00 
LTO 3.25 3.25 1.48 1.48 -1.98 -2.05(1) 1.00 
TO 3.25 3.25 1.48 1.48 1.98 2.06(2) 1.00(4) 
PO2 4.52 4.51(3) 0.00 0.00 0.00 -0.03(2) 1.00 
BTi 0.00 0.00 0.00 0.00 0.00 -0.06(2) 1.00 

Surface  

Positions 

TTi 3.25 3.25 1.48 1.48 0.00 0.05(2) 1.00 

Layer Atom 

Rb2  2.18(8)  1.48  3.97(6) 0.12(2) 
Rb2  4.31(8)  1.48  3.97(6) 0.12(2) 
Rb1  1.32(5)  0.00  3.45(3) 0.21(1) 
Rb1  5.18(5)  0.00  3.45(3) 0.21(1) 
Rb3  0.00  1.48  2.95(3) 0.12(1) 

Adsorbed 
Rb+

Rb3  0.00  1.48  2.95(3) 0.12(1) 
Bulk H2O  - - -  5.42(15) 1.90 

χ2 = 7.122; χ2(r) = 7.647; Scale factor = 22049(330). * 

* In both cases, the water layer thickness is set at 15 µm, and no surface roughness included, i.e., 
surface fractional occupation factor β = 0.  χ2(r) is the χ2 divided by the data point number minus fitting 
parameter number. 
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Due to the difference of the form factor between Rb+ and H2O, the fitting quality is 

slightly different.  But the final electron density profile is very much the same as the one 

obtained with only Rb+ ions.  The actual number density of Rb+ ions and water molecules 

at the i ace can be estimated based on the constrain of the sizes of Rb+ ion and water 

molecule combined with the total electron density.  The estimated Rb+ ion coverage is ~ 

0.4 ML.   

Shown in Figure 5.9 are the ball-and-stick models for the interfacial structure of 

5.3.2 Degeneracy of the current data set 

One significant draw back of these first measurements for both TiO2/DIW and 

TiO2/Rb+ is that only a subsets of rods, where H + K = 2n, n is integer, are measured.  

Thus two atoms with the same heights that are laterally displaced by half the surface unit 

cell diagonal distance yield exactly the same structure factor for the measured rods, e.g., 

displacing an atom from (x, y, z) to (x+a/2, y+b/2, z), the structure factor does not change.  

Note the relations stated earlier in Equation (5.6), QX a = 2π H and QY b =2π K, we have: 

nterf

TiO2/DIW and TiO2/Rb+ interface.   
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Figure 5.8.  The lateral averaged 1-dimensional electron density profile at rutile-
DIW and rutile-Rb+ (1 mol/kg) interface.   
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(A)      (B) 

 

(C)      (D) 

Figure 5.9.  Ball-and-stick model for the adsorption structure at the rutile (110)-
aqueous interface.  (A) & (B), perspective views of the rutile-DIW and rutile-Rb+ 
interface, respectively; (C) & (D), top views of rutile in DIW and Rb+ solution, 
respectively.  Shown in red are the bulk O atoms, in cyan the Ti atoms, in yellow the 
adsorbed water molecules, and in purple the adsorbed Rb+ ions.  Two adsorption 
positions in the Rb+-rutile interface case are assigned as water molecules based on the 
comparison of the achieved electron density profile with the one from DIW-rutile 
interface.   
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ds to a degeneracy of the fitted structure.  It means that structures with the 

same a

5.3.3 Criteria to judge a good fit from a bad one  

Normally we have the total number of fitting parameters between 15 and 20.  For 

2

2

 have to compare the χ2 obtained from 

the different fitting processes, also need to check the feasibility of the result structures.  

Considering the degeneracy issue discussed above, this is even more important at this 

stage since we may be able to eliminate some configurations of the atoms or adsorbates 

based on the measured inter-atom distances.  Listed in Table 5.2 are some of the 

important inter-atom distances.  The possible positions due to the degeneracy are labeled 

This lea

tom displaced by (a/2, b/2) can not be distinguished from each other.  For instance, 

for the two surface Ti atoms, BTi and TTi, one moves upwards and the other moves 

downwards.  But we can not tell which one is up, which is down, because both 

configurations yield exactly the same structure factor for the rods measured.  It also 

implies that any adsorbate position can also be displaced by (a/2, b/2) away from the 

proposed position or even be distributed between these two positions.  Measurements of 

additional rods with H + K = 2n + 1 are needed to eliminate the degeneracy.  (The 

measurements have already been done.  Data analyzing is in progress.) 

the non-linear χ  fitting we are working with, this usually leads to a very complex 

contour in χ  space, which could easily have the fitting ended up with some local 

minimum but not yield the real structure.  Finding the real structure actually relies on the 

proper starting structure.  This means the current analysis of CTR is model dependent.  

And to be sure with the fitting results, we not only
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with a prime.   

s shown in Table 5.2 (A), the distance between the surface Ti atoms and the 

surface TO and BO atoms are listed first.  The listed BTi and TTi’ and TTi and BTi’ are 

ons.  And the Ti-O distances are different by up to 0.2 Å.  

 a possible configuration in spite of the 

expe n of the l relaxat tortion o TO and oms and Ti-O bond 

leng  the bul 2 crystal, the Ti-O bond lengths are 1.94 and 1.98 Å, respectively.  

At ace in t , Charlton et. al. re at the Ti d lengt d be as 

sm 1 Å.3 sets of b ength nu  we have are larger than that, which 

m ave s bond co ons.  Bu Ti’ to T tance is iously 

large, which may  evidenc this is n  right co ration.  The definite 

er needs the new data to be analyzed.  For the adsorbed H2O molecules, the O-O 

distan ce, which is too s  

be e ated.  T e c rdly tell  of the degenerated p ns the 

adsorbates could be the correct o nd unlike the surface Ti s, the ad  water 

mo eore ould be  lateral p n.  So it i  possible that both of 

the degenerate positions are occu omehow.

A

two pairs of degenerated positi

However, this is not large enough to rule out

ctatio  smal ion/dis f the BO at

t nh.  I k TiO

t fhe sur he vacuum port th -O bon h coul

all as 1.7 5.  Both ond l mbers

eans we h maller ntracti t the T O dis suspic

be an e that ot the nfigu

answ

ces are all acceptable except O_3’-TO distan H2 mall therefore can

limin herefore w an ha  hwhic ositio

ne.  A  atom sorbed

lecules th tically c at any ositio s also

pied s    
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Table 5.2.  The inter-atomic distance at (A) rutile-DIW and (B) rutile-Rb  

 

 

+

interface with degenerations.   

(A) 
 Coordinates (Å) Inter-atomic Distance (Å)
 X Y Z BO TO 

BTi 0.00 0.00 -0.13 1.97 4.22 
BTi’ 0.00 0.00 0.07 1.84 4.12 
TTi 3.25 1.48 0.07 3.43 2.06 
TTi’ 3.25 1.48 -0.13 3.50 2.26 

H O_2 ± 1.48 4.05 3.09 2.87 2  1.13 
H2O_2’ ± 2.12 0.00 4.05 3.87 2.68 
H2O_1 ± 2.21 0.00 3.51 3.54 2.27 
H2O_1’ ± 1.04 1.48 3.51 2.56 2.60 
H O_3 0.00 0.00 3.66 2.89 3.88 2
H2O_3’ 3.25 1.48 3.66 4.09 1.53 

 

ic Distance (Å)
(B) 

 Coordinates (Å) Inter-atom
 X Y Z BO TO 

BTi 0.00 0.00 -0.06 1.99 4.15 
BTi’ 0.00 0.00 0.05 1.92 4.09 
TTi 3.25 1.48 0.05 3.47 2.01 
TTi’ 3.25 1.48 -0.06 3.51 2.12 
Rb_2 ± 2.18 1.48 3.96 3.46 2.19 
Rb_2’ ± 1.07 0.00 3.96 3.25 3.26 
Rb_1 ± 1.32 0.00 3.45 2.93 2.80 

Rb_1’' ± 1.93 1.48 3.45 2.90 1.91 
Rb_3 0.00 1.48 2.95 1.67 3.37 
Rb_3’ 3.25 0.00 2.95 3.94 1.72 
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ations of surface Ti 

atoms 

t Rb_1 position are unknown either.   

 

The Rb-O bond length restriction could be applied to eliminate some of the 

degeneracy.  For the Rb_1’ and Rb_2 configurations, there are Rb-O distances 

significantly smaller than expected.  Thus these two degenerated positions can be ruled 

out.  The Rb_3 position, however, can not be worked into the criteria since both 

degenerated positions have one Rb-O distance smaller than its normal value.  One 

possibility is the lateral position is not at the position currently assigned.  The lateral 

position is not fitted because the structure is inherent from that of TiO

Similar observations are found for the Rb+ case.  The relax

are less and there are slightly differences between the adsorbate positions.  The 

electron densities contributed from H2O_2 (at the TiO2-DIW interface) and Rb_2 (at the 

1 mol/kg RbCl-TiO2 interface) are quite similar, which implies that the water molecules 

occupy the position solely even in the high concentration Rb+ solution.  The positions of 

H2O_1 and Rb_1 are similar, too.  But the electron density of Rb_1 is significantly higher 

than the H2O_1, which suggests Rb+ ions replace all or some of the water molecules at 

this position.  The Rb_3 position is significantly different from that of water molecule 

H2O_3, i.e., closer to the TiO2 surface as well as shifted laterally, which may be induced 

by the adsorption of Rb+ at the position 1.  It is hard to tell whether it is all H2O 

molecules, all Rb+ ions, or maybe both present at this position.  The limitation of the 

coverage does not help to determine the species and the coverages at Rb_3 because the 

species and the coverages a

2 (110)-DIW 

interface.  The further analysis is needed to solve the structure, including the rods present 

here and the additional rods measured at a later time.   
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ents and directly reveals that the Sr2+ ions (as 

well as

5.3.4 Significance and limitations of the CTR results 

With CTR method, we also measured the interfacial structure of TiO2 (110) 

surface in contact with the 10-4 mol/kg Sr2+ solution at pH = 10.7 (data and the analysis 

not shown in this thesis).  Because the solution condition is exactly the same as those in 

the XSW measurements, the interfacial structure should be same.  Only the 00S rod is 

measured for Sr2+, so that no lateral Sr2+ position is obtained from the CTR measurement.  

However, the Sr2+ position along the TiO2 (110) surface normal direction is achieved and 

it agrees well with the XSW measurements.  Such a measurement first removes the 

module-d ambiguity of the XSW measurem

 other multi-valent ions) are adsorbed at the TiO2 (110)-aqueous interface as inner-

sphere complexes, not below the surface or in the diffuse double layer.  It also confirms 

that both the XSW and CTR measurements yield the actual interfacial structures, which 

are directly comparable.   

The adsorbed Rb+ ions primarily occupy the tetradentate sites, which is also the 

primary adsorption sites of Sr2+ and Y3+ ions based on the XSW measurements.  Given 

the fact that without any ions in the aqueous solution, the water molecules occupy the 

same site, it is reasonable to believe that the tetradentate site is the site on the surface 

with the lowest potential thus the primary position to fill when an adsorbate comes onto 

the surface.  The alkali metal ions, including Rb+, used to be thought as the "indifferent 

background ions", which are only present in the diffuse part of the double layer.  The 

measurements here directly prove that picture is incorrect.  Just like the multi-valent ions, 

Rb+ ions also adsorb specifically at the interface, only with a much weaker interaction 
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 [Sr2+] = 10-4 

mol/kg

interfacial system.  But it has no ability to reveal element specific information.  In 

systems where more than one species occupies the same or similar position, the CTR 

method has difficulty revealing the occupation factor of each of the species.   

ays important role in the oxide-aqueous interfacial 

strength. Comparing with the Sr2+, which yield ~ 0.4 ML with pH = 10.7 in

 solution.  Rb+ ions show significant adsorption only in the pH = 12, [Rb+] = 1 

mol/kg solution.  Therefore when present in the solution at the same time, the Rb+, as 

well as other alkali metal ions, is normally out-competed by the multi-valent ions in the 

condensed double layer. From the ionic strength dependence measurements, it is 

demonstrated that even when the alkali metal to divalent ion ratio is as high as 105, there 

is no significant displacement of the divalent ion adsorbed at the rutile (110) surface.  

This suggests the binding constant for alkali ions is more than 5 orders of magnitude 

smaller than that of the multivalent ions.   

As the discussions shown above, the CTR measures the electron density of the 

Also as an X-ray method, for which the scattering power of an atom is 

proportional to the number of electrons it has, it works better for heavy elements, but not 

that good for light elements.  And to be able to probe the ions in the presence of aqueous 

solution, larger atomic number is preferred because the contrast between the ion and the 

O from the water molecule is the key to see a significant CTR intensity change.  For 

instance, according to the simulation, if instead of Rb+, Na+ is used as the ion in the 

solution, the CTR change from the one in DIW would be negligible assuming the same 

interfacial structure.  And it is practically impossible to probe hydrogen or protons in the 

oxide-aqueous system, which pl
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process

5.4 Conclusion 

bCl solution.  Specular and a subset of the non-specular rods are measured.  

Rutile 

-

red with the surface in 

high vacuum.  An additional water layer is observed on top of surface oxygen (TO and 

BO) in DIW.  The water molecules in this layer are highly localized around available 

surface sites, namely, tetradentate and bidentate sites.  No more water structure is found 

farther away from the interface.   

es.  Neutron scattering and/or simulations could help on this point.   

Comparing the structure of the TiO2 (110) crystal surface in the aqueous solution 

with that in vacuum, we see smaller relaxations of the atoms from their bulk lattice 

positions.  This can be explained in a simple way that the coordination shell of the 

surface atoms are all completed by the species from the solution.  This absence of 

dandling bonds means that large structural relaxations are not needed to compensate for 

local changes in coordination.  Finally, the crystal surface structure in DIW and in high 

concentration Rb+ solution are very similar, which suggests the TiO2 (110) surface 

structure are stable and reproducible in the aqueous solution.  This provides us with a 

base structure for probing the adsorbed ions at the TiO2 (110)-aqueous solution interface.   

 

CTR measurements are carried out on rutile TiO2 (110) surface in both DIW and 

1 mol/kg R

surface relaxation is observed to be minimal, because the coordination shell of the 

surface atom is completed by the species (H2O or OH ) from the solution.  In the aqueous 

solution, the terminal oxygen rows are fully recovered as compa
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For the rutile surface in Rb+ + tradentate 

sites—replacing some or all of the water molecules.  This implies that the alkali metal 

lution.  Instead, at the rutile (110) 

surface, it b 2+ 3+ 2+

strength.  That explains the low coverage of Rb+ at rutile (110) aqueous interface at lower 

concentration (< 10-3 mo ons the amount of ordered (i.e., 

the presence of the background electrolyte concentration plus the ions in the diffuse layer.  

+

can be directly probed with CTR method.  Although it is not directly measured by the 

CTR data, the coverage of the Rb+ can be estimated as ~ 0.4 ML.   

orbed H2O molecule 

and Rb+ ion positions are in good agreement with the MD simulations.40,86  This further 

structure.   

Because of the chosen subset of the rods we measured, we have a structural 

degeneracy in the results.  Further analyzing the new data from other rods is needed to 

put more restriction and more confidence on the current results.   

 solution, the Rb  ions primarily take the te

ions are not just the indifferent background ions in the so

ehaves like other ions (e.g., Sr , Y , Zn ) but with a weaker adsorption 

l/kg) because under those conditi

adsorbed) ions is too small for the XSW measurements to observe a condensed layer in 

By going to high concentration such as 1 mol/kg, the Rb  coverage is increased so that it 

The measured surface BO, TO position together with the ads

enhances the validity of the MD simulation about the rutile (110)-aqueous interface 

 



 

Chapter 6 Ongoing and future work 

interface have been successfully obtained for various ions, including the monovalent 

with the aqueous solution has been determined.  The effect of the solution ionic strength 

on the divalent ion adsorption was investigated and no changes are observed over more 

condensed and diffuse double layer is modeled and compared to the measured coherent 

significant amount of divalent ions is found in the diffuse layer.   

DL 

struct at need to be explored.  First the coordination numbers 

of the adsorbate are of broad interest for their direct indication of the chemical and the 

bonding state of the ion.  Our measurements are only carried out at a pH value where the 

ion uptakes reach the plateau in the powder titration measurements.  The question about 

whether the adsorption sites, the partitioning and adsorption geometry vary with the pH 

has not been addressed.  That is equivalent to the question whether the dominant 

adsorption process varies under different solution conditions, which is an important part 

of the whole adsorption picture.  Another area where no structure information is available 

201 

6.1 Further information desired for EDL 

At the current stage, condensed layer ion locations at the rutile (110) aqueous 

(Rb+), divalent (Zn2+, Sr2+), and trivalent (Y3+) ions.  Also the surface structure in contact 

than 3 order of magnitude changes in ionic strength.  The partitioning of the ions in the 

fractions and positions from the rutile (110) reflection for the divalent ions.  No 

While a substantial amount of new information has been revealed for the E

ure, there are more issues th
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eful to 

test the

ents of Zn2+ at rutile (110) aqueous interface, 

the TE

 

rutile (110) surface 

It is well known that the Zn2+ ions is 6-fold coordinated in the aqueous solution in 

the form of Zn(H O) 2+.  And it has been reported that it can undergo the coordination 

change to 4-fold coordinated upon adsorption to the α-Al O  single crystal (0001) and 

(10-12) surface.67.  Interestingly, the coordination geometry also can be affected by in-

situ versus ex-situ experiment conditions.  The coordination change has only been 

observed for the in-situ measurement, but not the ex-situ ones.  Considering the similar 

measurement for Co2+ adsorption onto the same α-Al2O3 surface as well as the rutile 

is the EDL structure under the hydrothermal conditions, where the interface could behave 

differently.  Very little is known about the diffuse layer ion distributions, which 

apparently controls the monovalent ion distribution at the rutile surface.  There is no 

direct measurement of the diffuse layer ion distribution profile for this system, let alone 

its response to changes in the solution conditions.  Such information would be us

 part of the SCM models primarily concerned with the diffuse double layer.   

To address the above issues, more measurements are being carried out or on their 

way, including the in-situ EXAFS measurem

R-XSW and LSM-XSW measurements of diffuse double layer ions, such as Rb+, 

Br-, and Sr2+, distributions, the Bragg XSW measurements of Zn2+ adsorbed at rutile (110)

surface at lower pH, and the ions adsorption at the hydrothermal conditions.   

 

6.2 Polarization dependent EXAFS measurements of Zn2+ on 

2 6

2 3
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TiO2 (110) surface, where the ex-situ measurements all yields the solution alike 6-fold 

coordination and no in-situ measurement is available,64,65 we would like to know whether 

this coordination change occurs for Zn2+ at rutile (110) surface at in-situ condition.  Since 

it has a higher characteristic energy than Co, the Zn Kα fluorescence can penetrate the 

microm ter thick solution.  Though quite difficult, the measurement can be done.   

he measurements are carried out primarily at 11ID-D, BESSRC-CAT, APS, 

ANL, with the preliminary measurements done at 12BM-B, BESSRC-CAT, APS, ANL 

and X15A, NSLS, BNL.   

Beamline setup at 12BMB and 11IDD is schematically shown in Figure 6.1.  A 

collimated beam is incident on the sample surface at an incidence angle ~ 6°.  The Zn Kα 

fluorescence signal is monitored with a multi-element Ge solid state detector (from 

Canberra) looking at the sample ~ 90° from the beam direction in the horizontal plane.  

The Ti

on peak scattered from the 

sample are cut down with a ~ 7.5 µm thick Cu filter.  A lead cone was place in front of 

the detector to only let the signal from the sample surface reach the detector.  Finally,  a 

small aperture was place in front of the sample to only allow the incident beam through 

and cut out any scattering signals (e.g., from air scatter, and/or incident beam slits).  The 

spectrums from all elements of the solid-state detector are analyzed with separate single 

channel analyzers (SCAs) for each element to record the Zn Kα signal independently.  

The sample mounting and the preparation are the same as described in earlier chapters.   

e

T

 signal from the bulk rutile crystal is attenuated by adding ~ 80 µm of Al foil in 

front of the detector.  Furthermore, the elastic and Compt
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Figure 6.1.  Experimental setup for EXAFS measurements at bending magnet 
beamline 12BMB and wiggler beamline 11IDD, APS, ANL. 
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he energy scan range was from 80 eV below to 570 eV above the Zn absorption 

K edge ted in 

Table  A  was 

collected for the incident X-ray polarization direction aligned with different crystal 

orientations, including utile in-plan ction [00 nd [-110 and surf  normal 

[110] directions.  About 10 single scans were collected for each orientation to  enough 

counting statistics.  The crystal orientation was determined by Bragg diffraction of the 

rutile crystal on the 6-circle diffractometer.  Zincite (ZnO) powder was measured in 

transmission mode as the standard at two different positions, as label in Figure 6.1 with 

ed with a “pin diode” 

detector.  Such a measurement was done at the same time as the sample was measured 

primarily to monitor the stability of the experiment system.  The standard was also 

measured separately at position (1) with the transmission measurement using the ion 

chambe

T

 (~ 9660 eV).  The scanning steps and counting time for a single scan is lis

 6.1, with the last row for the ZnO powder standard only.  The EX FS signal

 the r e dire 1] a ], ace

 get

(1) and (2).  In position (2), a thin Kapton film, which was placed 45° with respect to the 

incident X-ray beam, scatters X-rays thus acts as an X-ray source.  The signal from this 

“secondary” source transmitted through the standard and was record

rs before and after it.   

The amplitudes of Fourier transform of k-weighted EXAFS data for three 

different orientations are shown in Figure 6.2 together with the standard—ZnO powder 

data.  All the measured spectra are similar to the ZnO standard, which suggests that the 

Zn species on the rutile (110) surface are Zn2+ with probably 4-fold coordination.  The 

detail analysis is underway.   
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Table 6.1.  EXAFS scans energy steps and counting time of a single scan.   

Segment (from edge, eV) 
nergy 

(from edge, eV) # of points Step size 
(eV) 

Counting 
time (s) 

 

Start Energy End E

1 -80 -30 50 1 2 
2 -30 50 160 0.5 2 
3 50 150 50 2 4 
4 150 250 25 4 8 
5 250 570 40 8 8 
6 570 1050 40 12 16 

 

 

 

functions for Zn
Figure 6.2.  The amplitude of Fourier transform of the k-weighted EXAFS 

the polarization of the incident X-ray, E, is parallel to [-110], [001] and [110] direction, 
data taken as a standard.  The radial 

distance R has not been corrected for phase shift.   

2+ at rutile (110) –aqueous interface at different crystal orientations, i.e., 

respectively.  Also shown is the ZnO powder 
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6.3 TER and LSM-XSW measurements of diffuse double layer 

101.

 

from the sample surface is ~ 0.07°.  At the energy E = 17 keV, which is required for 

exciting Sr K fluorescence, the critical angle for TiO2 is θc(TiO2) ≈ 0.14°.  Note although 

there is a layer of solution in between the air and the rutile crystal, the measured critical 

angle between the incident beam and the sample surface is the same as the one without 

any medium in between air and crystal assuming the medium thickness is homogeneous.  

The angular range between the critical angle and the spill off angle is important for the 

 

It has been known more than a decade ago that the long period standing waves 

can be used to probe the EDL ion distributions.   Unlike the Bragg XSW, which yields 

one Fourier component at each reflection, the TER-XSW or LSM-XSW measures the 

Fourier transform of the element profile continuously.  Therefore analysis of these data is 

done by modeling the ion distribution and comparing measured and calculated 

fluorescent yields as a function of incident angle.  Theoretically, the diffuse EDL ions are 

following the simple exponential distribution profile at low surface potential as described 

in Chapter 1, which is a good starting model for the long period XSW data analysis.   

6.3.1 TER-XSW measurements 

TER-XSW measurements are carried out at 12IDD, BESSRC-CAT, APS, ANL. 

A longer rutile (110) sample (25 × 5 × 1 mm3) is used in such measurements.  The 

vertical beam size is 30 µm, which means the lowest angle without the beam spill off 
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solution condition for these measurements is [SrCl2] = 10-4 mol/kg and pH is 

adjust t

are in the condensed layer, i.e., they are at a very well defined position compared to the 

diffuse layer ion distribution as is expected for Rb+.  Therefore the result from the TER-

XSW measurement of Sr2+ can be used as a reference for both analyzing the Rb+ ion 

distribution and self-checking the method itself.   

One typical measurement of Sr2+ at rutile (110) – aqueous interface with TER-

XSW is shown in Figure 6.3 (A).  The plot can be qualitatively explained with the 

division into different regions, as marked with the dashed lines in the figure.  When the 

angle is lower than the (black) dashed line, most of the incident X-ray beam spills off the 

edges of the sample. Consequently the reflectivity is low and the fluorescence signals 

derive primarily from the solution and not from the top surface of the sample.  In the 

second region, between the black dashed line and the magenta dotted line, the spill off of 

the X-ray over the surface still exist and the incidence angle is still smaller than the 

critical angle of water or kapton film (assumed the same electron density as water).  The 

reflectivity increases and the fluorescence signal decreases as the spill off decreases.  The 

next region, between magenta dotted line and green dot-dashed line, is the angular range 

between the critical angle of water and rutile.  Here the reflectivity levels off and Sr2+, 

which is above the rutile surface, can be seen but the Ti signal is very small because 

reflectivity. At the same energy, the critical angle for the water layer is θc(H2O) ≈ 0.07°, 

which is close to the spill off angle, thus it might not be seen on the reflectivity curve.   

The 

o 10.7 with NaOH, which is the same as used for the Bragg XSW measurements.  

From the Bragg XSW measurements, it can be estimated that the majority of the Sr2+ ions 
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below the critical angle the X-rays can only penetrate a few layer of crystal (e.g. ~ 24 Å 

at the experiment condition at θ = 0) thus sees a small amount of Ti atoms.  In the last 

region (above the green dot-dashed line), the reflectivity drops as predicted by Fresnel 

theory, and the Sr signal is primarily affected by the X-ray foot-print on the surface, 

decreases roughly following the functional form 1/sinθ.  Ti signal, on the other hand, 

rapidly increases as the penetration depth of the incident X-ray beam increases.  That the 

Sr signal is peaked right at the rutile critical angle suggest that the Sr2+ ions are primarily 

located very close to the surface.   

Shown in the Figure 6.3 (B) is the measurement for Rb+ at the condition [RbOH] 

= 10-4 mol/kg and the pH is adjusted with NaOH to 11.  The general features of the 

curves are the same as the Sr2+ one.  Only, for these data the Rb signal does not follow 

the functional form observed for Sr, which indicates a wider distribution profile at the 

interface.   

In order to m ed and more ake any final conclusion about the ion profiles, a detail

precise ion distribution profile need to be modeled and fitted with the experimental data.   
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Figure 6.3.  TER-XSW measurements of the (A) Sr
(A)      (B) 

surface.  The reflectivity, the fluorescence signals from Ti in the bulk and Sr  or Rb  
2+ and (B) Rb+ at rutile (110) 

2+ +

ions are plotted together. 
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6.3.2 LSM-XSW measurements 

With a multilayer substrate, the XSW measurements can be carried out at either 

total external region or the multilayer Bragg peaks.  Normally multiple Bragg peaks are 

strong enough to be measured thus more than one component can be measured at a time.   

The experiments are carried at 12IDD, BESSRC-CAT, APS, ANL and X15A, 

NSLS, BNL.  The multilayer substrate was MBE grown with interlaced Si and Mo layers 

on the Si single crystal wafer (25 × 25 × 3 mm ).  The bi-layer thicknesses, i.e., the 

periods of the multilayer are ~ 200 Å and 40 Å, respectively.  The top layer of the 

multilayer structure is Si and a very thin (~ 100 Å) layer of TiO2 deposited on top of Si 

layer (presumably SiO2).  Checking along the surface normal direction, no Bragg 

reflection for either rutile or anatase can be seen, which suggests the TiO2 thin film is 

amorphous.  When contacted with the Sr  or Zn  solution, ion adsorption is observed 

with the significantly increased fluorescence signal.  This means  that the EDL structure 

forms next to such amorphous surface similar to that on the single crystal surface, 

although the detailed condensed layer structure might not be well defined because the 

roughness at such a surface.   

The measurements are carried out at TER region as well as the multilayer Bragg 

peaks up to the 5th order Bragg peak.  Shown in the Figure 6.4 are one set of raw data for 

the TiO2 surface on top of a 200 Å period (180 Å Si/20 Å Mo) multilayer sample in 

contact with the solution, where [SrBr2] = 10-4 mol/kg, [NaCl] = 9.2 × 10-3 mol/kg, 

 

3

2+ 2+
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[RbOH] = 5 × 10-4 mol/kg at pH = 10.7.  Signals from Sr2+, Br-, and Rb+ ions are all 

monitored at the same time.  Rb_Kβ line instead of the Kα line is used because that the 

Br_Kβ and Rb_Kα line are not distinguishable.  Due to the significant absorption by the 

solution and kapton film on top of the surface, the reflectivity is lower at first two Bragg 

peaks as well as in the TER region.  The apparent modulation of the Sr2+ signal with 

respect to the reflectivity but not for Br- and Rb+ signal, suggests the Sr2+ distribution is 

better defined than the other two.  The overall slope of the fluorescence curve comes 

from the amount of the surface exposed to the X-ray beam, which should follow a simple 

trend of 1/sinθ.   

The higher order LSM Bragg peaks can be seen with bad shape, which can be 

explained by the gradient of the multilayer period.  The gradient multilayer, which is 

initially proposed as a means to obtain XSW of different periods with a single sample, 

turns out only to add the complexity in determining the LSM structure.  Without the 

precise

spacing will be needed if further measurements are to be carried out.  However, it is 

possible that the current data might be analyzed with appropriate approximations to 

obtain the qualitative features of the ion distributions for all the ions.   

 and detail information about the structure of LSM, the analysis of the XSW data 

is very difficult if at all possible.  An LSM sample with greater uniformity of layer 
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Figure 6.4.  The XSW measurements of Rb

r

2

ctively.   

+, Br-, and Sr2+ ions adsorbed onto 
amorphous TiO  thin film on top Si-Mo multilayer.  For clarity, the fluorescence signals 
for Rb_Kβ and Sr_Kα have been shifted upward by 1 and 2 units, respe
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6.4 Bragg XSW measurements of Zn2+/TiO2 (110) at lower pH 

o resolve the question whether there is any preference between the observed two 

Zn2+ positions at rutile (110) surface at different pH, a series of Bragg XSW 

measurements are carried out at the solution condition of pH = 6, [Zn2+] = 10-5 mol/kg, 

pH is adjusted and buffered with Tris and HTr.  At this pH value, the rutile (110) surface 

are carried out 

at 12IDD, BESSRC-CAT, APS, ANL.  The beamline setup, the sample mounting and 

preparations are all the same as described in Chapter 4.  The Bragg XSW measurements 

are done at rutile single crystal reflection (110), (111), (200), (101), (211) and (210).  The 

last one was missing from the previous measurements, which will clarify the issue 

concerning the finite Fourier term truncation error.  The measured coherent fractions and 

coherent positions consistent with the previous measurements at pH = 8, though the total 

Zn2+ coverage, at < 0.1 ML, is only 10-20% of the previous number.   

The image, Figure 6.5, from the XSW imaging shows the distribution profile 

similar to the one at higher pH.  The final triangulation fitting is in progress to determine 

the precise positions and the occupancies at each position.   

 

T

charge is expected to be lower and the saturated Zn2+ coverage at the interface should be 

smaller according to the simulation with MUSIC model.  The experiments 
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Figure 6.5.  The XSW image of Zn2+ at rutile (110) surface at the solution 
condition of pH = 6, [Zn2+] = 10-5 mol/kg.  The red, green and blue contours indicate the 
0.9, 0.7 and 0.5 of the highest density of Zn2+ distributions, respectively.   
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6.5 The full CTR measurements of rutile (110) surface 

n measured in addition to the 00S rod.  An additional 20S 

rod is m +

For further exploring the surface adsorption structure change at the elevated 

temperature, the X-ray measurements are proposed to be carried out at hydrothermal 

conditions.  The sample, together with the cell and the solution can be heated above room 

temperature.  However, at 1 atmosphere, the solution will boil at 100 °C.  To reach even 

higher temperature, a special pressured vessel need to be built.  With the special vessel 

holding the sample at higher pressure (up to 10 - 20 atm) and temperature (up to 

presumably 250 °C), X-rays can penetrate through the window area on the vessel without 

losing much intensity and the CTR or Bragg XSW measurement can be done.   

A different surface of rutile crystal could be measured also.  The (110) surface 

that was used throughout this study is the most studied surface of rutile crystals.  Also 

present and being studied is the (001) surface.  Looking at the rutile crystal along the 

(001) surface normal direction, long channels are visible between the lattice Ti and O 

 

More CTR measurements have been done on the rutile (110) surface both in 

contact with DIW or 1 mol/kg RbCl solution adjusted to pH = 12 with RbOH.  The 0-1S, 

10S, 1-2S, and 2-1S rods have bee

easured for Rb  solution to be compared with the old set of data.   

A detailed analysis is on the way.   

6.6 Further down the road 
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s are 4-fold coordinated, the 

high number of broken bond means higher surface energy therefore the (001) surface 

tends t truct.24  Therefore the (001) surface is not as simple or direct to 

work with as the other surface.   

 rutile single crystal with (001) surface, obtained from Princeton Scientific is 

cleaned and hydrothermally treated with the same method described for (110) surface.  

XSW measurements of Zn2+ adsorption on to the surface is measured with [Zn2+] = 10-5 

mol/kg, pH = 8 solution.  The (002) reflection is measured at 12IDD, APS, ANL.  

Although the coverage is ~ 1 ML, there is no evidence of ordering at the surface as 

shown in Figure 6.6.  Further measurements of the surface structure in DIW with CTR 

measurement at 1BM, APS, ANL, reveals that the surface is very rough.  It is hard to 

image the surface morphology without microscopic image (e.g., by AFM), but it is 

possible that high degree of roughness is due to the formation of small facets forming on 

the surface so that it is not an atomic scale flat surface at all.  Further careful study is 

2

another oxide.  SnO2 is the similar rutile structure but with a different dielectric constant 

(~ 10 for SnO2 vs. 86 - 170 for TiO2).26,119  If the prediction about the EDL properties 

based on the bulk crystal dielectric constant is correct, we would observe significant 

difference of EDL structure at SnO2 (110)-aqueous interface from TiO2 while the 

atoms, which could be a great candidate for hydrogen storage.   

The surface of rutile (001) is more complicated than the (110) surface.  

Theoretically on the cleaved (001) surface all the Ti atom

o facet or recons

A

needed to settle the issue.   

Once we gain enough knowledge about the rutile TiO  system, we can move onto 
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substrate structure are similar.107. ed on TiO2 surface can 

be applied on the SnO2 surface and the investigation of a new system will help to expand 

the kno

  All the measurements perform

wledge about the EDL into a new area.   
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Figure 6.6.  XSW measurement of Zn2+ at rutile (001) surface.  The solution 
2+ -5

modulation of the fluorescence curve with respect to the reflectivity suggests no ordering 
2+

 

condition is pH = 8, [Zn ] = 10  mol/kg.  (002) reflection is measured.  No significant 

of Zn  ions at the interface.   



 

Chapter 7 Summary 

lution 

conditi
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ons even with large changes in ionic strength (by 3 orders of magnitude).  The 

presence of other monovalent ions (Cl

In situ X-ray standing wave and X-ray crystal truncation rod measurements were 

carried out at the rutile (110) aqueous interface for varies ions and solution conditions.  

The results provide direct measurement of condensed layer height from the interface, and 

show for the first time that condensed layer position is essentially independent of so

-, Br-, Tr-, or Rb+) has little effect on the condensed 

layer divalent cation positions.  Negligible amount of divalent ions actually reside in the 

diffuse layer.  The present Bragg XSW results provide direct proof that the GCS model is 

suitable for describing the divalent ions at TiO2 (110) aqueous interface.   

The surface charge can be directly associated with the measured coherent 

coverage of the adsorbed ions.  For Sr2+ at pH = 10.7 and Zn2+ at pH = 8, the saturated 

coherent coverages are both around 0.4 ML.  It is also learned from the data and the 

simulation that the significant amount of incoherent source of specific adsorbed ion 

(presumably some form of precipitation) does not have a measurable effect on the 

positions derived from the XSW measurements. This is a strong advantage of XSW 

method for probing such complex interfaces.  Most of the measurements were actually 

done close to, but lower than, the surface saturation coverage, which is optimal for XSW 

measurements.   

XSW imaging was shown to be a direct, model independent method to achieve 
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the ele

ol/kg RbCl solution at pH = 12.  Specular (00S) and a subset of the non-specular 

(20S, 0

mental distribution profile with sub-Angstrom resolution.  Combining with the 

tradition XSW triangulation data fitting, the precise atom positions and their occupation 

factors can be achieved.  With the XSW imaging and triangulation, Sr2+ and Y3+ ions are 

determined to be at tetradentate position at the rutile (110) surface.  And Zn2+ ions 

occupy the extended bulk Ti atom positions at the surface with the primary one on top of 

the BO atoms and a minor species at the surface sites bridging the two TO atoms.   

CTR measurements were carried out on rutile TiO2 (110) surface in both DIW 

and 1 m

2S, 11S, & 40S) rods are measured.  The rutile surface relaxation is observed to be 

minimal because the coordination shell of the surface Ti atom is completed by the species 

(H2O or OH-) from the solution, as determined from the CTR data.  In the aqueous 

solution, the terminal oxygen rows are fully recovered compared with the surface in the 

vacuum where they are absent.  An additional water layer formed on top of surface 

oxygen (TO and BO) in DIW was also observed.  The water molecules in this layer are 

highly localized around available surface sites, namely, tetradentate and bidentate sites.  

No additional structure is found in the interfacial water further from the interface.  For the 

rutile surface in the Rb+ solution, the Rb+ ions primarily take the tetradentate sites—

replacing some or all of the water molecules.  This implies that the alkali metal ions are 

not just an indifferent background ion in the solution.  Instead, at the rutile (110) surface, 

it behaves like multivalent ions (e.g., Sr2+, Y3+, Zn2+) but with a weaker adsorption 

constant.  Although it is not directly measured with the CTR method, the coverage of the 

Rb+ can be estimated as ~ 0.4 ML, even at such a high bulk solution concentration.   
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al information obtained from the X-ray measurements offers the 

first di

sorption 

structu

n the other hand, the surface complexation model, the ab initio calculation, and 

the molecular dynamical simulation with the validation from X-ray data can offer other 

details X-ray can not probe.  E.g., proton distribution at the oxide-aqueous interface is 

virtually invisible to X-ray methods, though it is an important aspect of the whole 

electrical double layer phenomenon.  One long debated problem is whether the water 

molecules adsorb at the terminal oxygen sites associatively or dissociatively.  X-ray 

method can not probe the difference between H2O and OH- group at the interface.  

However, the MD simulation results with different assumptions about the adsorbed water 

can be directly checked against the X-rays probed locations of the adsorbates (including 

both the ions and the water molecules).  The comparison suggests that on the rutile (110) 

surface, the water is adsorbed dissociatively.  There were also discussions about the 

surface enhanced ion hydroxylation, which is difficult to directly probe with X-rays if 

possible at all.  With the knowledge of the exact adsorbed ion locations, the analysis of 

the powder titration data with SCM model suggests the adsorbed Zn2+ at rutile (110) 

The detail structur

rect test for the understanding of these systems, e.g., as represented by the 

molecular dynamics simulations of the same system.  It also provides the surface 

complexation models with the critical structural information as an input rather than using 

the nominal (i.e., assumed based on the bulk crystal structure) values that might not be 

appropriate for the particular situation.  With the better defined surface ad

re, the models can be applied more precisely to well reproduce the features of the 

EDL.   

O
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surface is hydroxylated.  

For a complicated system as EDL, it is proven to be critical and very powerful in 

solving e

measurements of m

reveale

 th  century-old mystery to combine of the different methods, including the 

icroscopic structures and macroscopic properties and the 

computational simulations.  Without any question, the measurements of the atomic scale 

structure at the interface with high brilliance X-rays play a very important role.   

With the further measurements on the system, more definitive information will be 

d and better understanding about EDL will be achieved.   
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Appendix A X-ray fluorescence detector system 

A.1 Brief introductions 

The energy dispersive X-ray fluorescence system is part of the equipment control 

and data acquisition systems, which is described in detail in references 120 and 121.  It 

consists of a fluorescence detector, a NIM bin, a CAMAC crate, and a host computer, as 

schematically shown in Figure A.1.  In terms of the data flow, the system includes the 

data obtaining, processing, and transferring to host computer.   

A.1.1 X-ray detection  

The X-ray detection detects single X-ray photon event and transforms each event 

into a voltage step whose jump height is proportional to the X-ray photo energy.   

The detectors we have now include, Si(Li) detectors (PGT), single element Ge 

detectors (Canberra), multi-element Ultra Low Energy Ge (UltraLEGe) detectors 

(Canberra), and Silicon Drift Diode Detector (SDD, Rontec Xflash 1000).  Except for the 

SDD, which is Peltier cooled, other detectors are required to be run at low temperature 

with high voltage.  Therefore, a liquid nitrogen Dewar and a high voltage supply are 

needed.  Shown in Figure A.1, unit 1 is the liquid nitrogen monitor, which on the 

occasion the liquid nitrogen runs low sends inhibit signal to the high voltage power 

supply, unit 2, to shut down the high voltage.  Normally the high voltage needed to run 

the detector is somewhere between -500 and -1000 V.  (For Canberra detectors, they can  
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Figure A.1.  The energy dispersive X-ray fluorescence detector system.  
Numbered in the figure are: 1, liquid nitrogen monitor (Canberra); 2, High voltage supply 
unit (Canberra); 3, Random pulse generator (BNC, DB-2 Random pulse generator); 4, 
Amplifier (Tennelec, TC-244 amplifier); 5, Detector preamplifier power supply (XIA); 6 
& 7, XIA DXP2X units (four channels on each unit, XIA); 8, Jorway 73A interface card; 
9, PCAIII card (Canberra/Oxford/Tennelec/Necleus); 10, SCSI-PCI interface card 
(Adeptec); 11 & 12, output spectrum from the optical reset preamplifier; 13, output 
spectrum from a resistive feedback preamplifier; 14, output spectrum from the TC-244 
amplifier; 15, spectrum output from XIA DXP2X unit; and 16, the spectrum seen on the 
host computer running SPEC® and LabView®. 
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run without problem at as low as -300 V.  However, the HV should be set at the 

manufactures recommended setting.)  For all the detectors, the preamplifiers are built 

with the detector, for which the DC power (± 12 V & ± 5 V) is supplied by a separate 

preamplifier power supply, such as unit 5 shown in the Figure A.1. 

Two kinds of preamplifiers are primarily used—the optical reset and the RC feed 

back.  Both preamplifiers record a single X-ray event as a jump of the voltage level, 

whose height is proportional to the incident X-ray photon energy.  For the optical reset 

preamplifier, when the accumulated voltage goes over the limit level, it will be reset back 

to the base level.  The X-ray pulse could go either positive or negative direction, 

depending on the detector polarity, and the reset goes the other direction accordingly.  

Most of our Canberra detectors are negative polarity, i.e., X-ray pulse goes negative and 

reset goes positive.  All the PGT ones and the oldest Canberra single element detector are 

positive polarity.  The correct polarity information needs to be given to the next level 

amplifier for correctly amplifying the signal.  The resetting ramp and the single X-ray 

event from an optical reset preamplifier are schematically shown in the inlet panel 11 & 

12 of Figure A.1, respectively.  For the RC feed back preamplifier, the voltage level 

returns back to it is base level after each X-ray event by way of discharging the capacitor, 

as shown in panel 13 of Figure A.1.  The gain of the preamplifier is normally in the order 

of mV/keV.  For instance, for the 7-element UltraLEGe Canberra detector, the gain is ~ 

1.5 mV/keV, i.e., a Cu_Kα fluorescence photon at ~ 8 keV will yield a voltage jump of ~ 

12 mV.   

Shown in Figure A.2 are the examples of the output spectrum at the preamplifier 
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taken with a digital oscilloscope.  Figure A.2 (A)-(C) are the optical reset ramp, single X-

ray event and reset signal, respectively, from one element of the 7-element Canberra 

UltraLEGe detector.  And Figure A.2 (D) is the single X-ray events from the Silicon Drift 

Diode Detector.  For the 7-element detector, the base voltage level is ~ +5 V, the negative 

jump of the X-ray event and the leakage current lead the ramp downwards till it goes 

below the lower level, -5 V, where a reset occurs to return the voltage level back to the 

base level, as shown in Figure A.2 (A).  The reset signal itself, Figure A.2 (C), takes 

normally less than 10 µs to finish, during which no X-ray event can be counted.  So the 

optical reset is one source of deadtime (period of time that X-ray is not counted) for the 

optical reset preamplifier detectors.  The reset rate depends on both the incident X-ray 

countrate and the leakage current.  Normally it is very low (< 1 Hz) without X-ray signal.  

The high reset rate with X-ray signal absent usually indicates a high leakage current 

problem of the detector.  The higher the X-ray countrate, the higher the reset rate 

therefore the longer the deadtime.   

A single X-ray event is captured in Figure A.2 (B) as a voltage level drop.  The 

fall time of the jump is typically between 50 and 100 ns.  A faster fall time enables the 

detector to have a higher countrate.  Note the small base line oscillations before and after 

the voltage drop.  Those are caused by electronic noise in the system, including ground 

loop and noise from the micro-stepping motor drivers.  This noise level limits the lowest 

X-ray photon energy the detector can actually precisely detect because the noise could be 

amplified and considered as X-ray signal by the amplifier.  This is particularly a problem 

when the micro-stepping motor drivers are on.  High frequency (~ 40 - 50 kHz) spikes  



238 

 

 

 

 
(A)       (B) 

 
(C)       (D) 

Figure A.2.  The preamp output voltage vs. time spectrum captured on a digital 
oscilloscope for (A) reset ramp; (B) single X-ray event; and (C) reset signal for the 7-
element Canberra® UltraLEGe detector; and (D) the X-ray events from the Rontec® 
Xflash 1000 Silicon Drift Diode Detector.  The upper one is the signal from the output on 
the detector and the lower one is from the output on the power supply and signal 
processing unit.  The voltage and time per major division is listed at the bottom edge of 
each plot. 
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with amplitude as high as 10 mV show up on the spectrum, which add to very 

high countrate at lower energy side as well as degrade the resolution.  It is not clear at 

this time what path the noise takes to get into the detector preamplifier system.  It does 

not help much even after carefully insulating the detector from any conducting part which 

could contact with the motor.  The problem is with the driver unit not the motor because 

even the motor is disconnected from the driver, the noise still exists.  On the other hand, 

turning off the micro stepping driver removes the noise completely.  Most probably it is 

passed to the detector though the power line.  More investigation is needed to precisely 

locate the source and remove it, since it is very convenient to use micro stepping to scan 

in angle θ through the very narrow range of the rocking curve. 

A.1.2 Data processing 

The data processing transforms the energy proportional voltage pulses into the 

digitized energy distributed spectrum.  This can be done with an analog spectroscopic 

amplifier, such as a Tennelec TC-244 amplifier, unit 4 in Figure A.1, for which case the 

data flow is shown with the green lines in the figure.  The output signals from the 

preamplifier are linearly amplified and shaped to Gaussian or triangular pulses, normally 

in the range of 0 – 10 V, as schematically shown in panel 14 of Figure A.1.  The pulses, 

in time sequence, are fed into the Multi-Channel Analyzer (MCA) device, which has an 

analog to digital convert (ADC) for pulse-height analysis.  In our case, the MCA is a 

PCAIII card in the host computer ISA slot.  The energy distributed spectrum is generated 

and can be stored temporarily in the on-board memory.  The shaping time (typically 4 µs) 
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and the ADC conversion time (~ 10 µs for a typical spectrum using 512 channels) 

contribute to the overall deadtime of the system.   

The other way of amplification is to digitize the preamplifier output directly and 

analyze the voltage jump height digitally, for which the data flow is indicated with the 

blue lines in Figure A.1.  The hardware we use for this is the XIA DXP2X, unit 6 & 7 in 

Figure A.1.  The digitized energy distributed spectrum (i.e., MCA spectrum) generated 

can be stored in the on-board memory waiting for being transferred to the host computer.   

The resolution and the countrate are determined by the parameters set for the 

amplifier and they are inversely related.  To get better resolution, longer shaping time, 

which is normally in the order of µs, is needed to ‘analyze’ a single X-ray event.  For 

example, the XIA DXP2X needs to sample the voltage level before and after the jump to 

calculate the exact height.  The longer the sampling time (shaping time) is, the more 

precise the peak height is, i.e., the better the resolution.  On the other hand, the total X-

ray countrate it can handle decreases.   

The pile-up rejection can also be setup during the amplification to reject 

irresolvable X-ray photons, which is defined as two or more X-ray photons coming into 

the detector at a time interval less than what the amplifier can resolve, roughly the same 

as the shaping time.  The rejected photon signals are not counted towards the final output 

count rate (OCR) and are lost.  This is another source of the deadtime, which is actually 

from the amplifier.  The pile-up rate is proportional to the square of the input X-ray 

countrate when the incident X-ray photons arrive randomly in time sequence.  The OCR 

is always smaller than the real X-ray input countrate (ICR) because of the pile-ups and 
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the short periods during which either the detector or the electronics is not really counting, 

such as reset time.  To correct for this, typically a random reference pulse generator, such 

as a BNC DB-2 random pulse generator, unit 3 in Figure A.1, is used, which can 

randomly generate an electronic pulse with the identical shape as the X-ray induced pulse 

and fed into the detector preamplifier input.  Knowing the actual input pulse rate of the 

reference pulser and its output rate in the MCA spectrum, assuming the incident X-rays 

are also random, the percent deadtime (D%) of the detector system can be calculated.   

One can also determine the percent deadtime without use of a reference pulser in 

the spectrum.  When the system is running at the identical condition except for a varying 

ICR, the system time constant, τ, can be used to express the relation between OCR and 

ICR.  

OCR = ICR * exp[-ICR * τ]       (A.1) 

Once τ is determined, ICR can be obtained from measured OCR values.  For the 

analog system, τ should be roughly 4 or 5 times of shaping time set for the amplifier (5.6 

is the exact number for an analog system according to XIA manual).  And its value can 

be obtained by fitting a set of OCR’s and ICR’s from the pulser with Equation (A.1).  

Generally speaking, the peaking time, which is also a frequently used term for the 

amplifier specification, is twice as long as the shaping time.  

For XIA DXP2X unit, the percent deadtime can be estimated without using an 

electronic random pulse generator, which could introduce one more source of noise.  

When each time the DXP2X unit is instructed to count, six parameters are recorded 

together with the energy spectrum.  They are: LIVETIME, FASTPEAKS, EVENTSINRUN, 
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OVERFLOWS, UNDERFLOWS, and REALTIME.   

LIVETIME is the time span, in unit of 400ns, that the DXP2X unit is really 

counting X-rays, i.e., the real time subtract the detector reset time and electronics 

‘maintenance’ time.  The later includes the interrupt time the DXP2X unit performs 

periodically (every 500 µs) during the normal run to make sure the system works ok and 

updates the statistic parameters.  FASTPEAKS is the total number of discrete preamp X-

ray pulses detected in the DXP2X fast channel.  EVENTSINRUN is the total number of 

counts recorded in the spectral data.  UNDERFLOWS and OVERFLOWS are, respectively, 

the number of good (not piled up) events which lie below or above the designated energy 

range in the spectrum. REALTIME is the time period between the counting-start and 

counting-stop command, in the unit of 400 ns, not including the gate-off time.  

The XIA DXP2X uses two kinds of digital ‘filters’, the fast filter, and the slow 

filter.  Both work in a similar way to sample the digitized data, but have different 

sampling times, which is equivalent to the peaking time of an analog amplifier.  For the 

fast filter, sampling time could be 50 - 500 ns.  And the slow filter sampling time can be 

set similar to the shaping time of an analog amplifier, such as from 0.1 to 16 µs.  The fast 

filter is to detect the arrival of the X-ray event and the slow filter is to measure the X-ray 

photon energy precisely.  The value FASTPEAKS is actually the output countrate from 

the fast filter.  Therefore the measured input countrate ICRm is: 

ICRm = FASTPEAKS / LIVETIME      (A.2) 

The relation between the true incident X-ray count rate, ICRt, and ICRm is: 

ICRm = ICRt * exp[- ICRt * τdf]      (A.3) 



243 

 

Where τdf is the fast filter time constant, which is close to twice the fast filter 

peaking time.  It would be a few tenths of microseconds.   

The value of total output counts, GOODPEAKS, is the sum of all the X-ray events, 

whether inside or outside of the energy window on the spectrum, as: 

GOODPEAKS = EVENTSINRUN + UNDERFLOWS + OVERFLOWS (A.4) 

And the measured Output Count Rate (OCR): 

OCR = GOODPEAKS / LIVETIME      (A.5) 

The relation between OCR and ICRt should also follow the general Equation (A.1): 

OCR = ICRt * exp[- ICRt * τds]      (A.6) 

Where τds is the slow filter time constant.  And the overall percent deadtime is:  

D% = (ICRt – OCR) / ICRt        (A.7) 

For estimation, when ICRt is not very large, e.g., ~ 20 kcps, exp[- ICRt * τdf] ≈ 1, 

i.e., ICRt = ICRm.  Assuming OVERFLOWS = UNDERFLOWS = 0, GOODPEAKS = 

EVENTSINRUN.  Percent deadtime is:  

D% = (FASTPEAKS – EVENTSINRUN)/FASTPEAKS   (A.8) 

The real input count rate, ICRt, can thus be estimated with percent deadtime, D%.  

Also it is possible to obtain the time constants for the fast filter and slow filter by 

measuring the counts at different incident beam flux.   

Because the count time of fluorescence detector (i.e. LIVETIME) may not be the 

same as the clock (i.e. CLK) used for all the other synchronized counters in SPEC (e.g. 

Ion Chambers, scintillation detector, etc), when calibrating to the incident beam, different 

counting time should be used for different detectors, i.e. there is a factor of 
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LIVETIME/CLK difference.  This factor is normally very close to one.  But to be precise, 

the correction could be included.  For instance, when calculating the normalized 

fluorescence yield, NORM_FY, the total fluorescence yield, FY, and the beam intensity 

monitor, I0, should be normalized to counting times LIVETIME and CLK, respectively.   

NORM_FY = [FY / (1 – D%) / LIVETIME] / (I0 / CLK) 

≈ (FY / I0) * (FASTPEAKS / EVENTSINRUN) * (CLK / LIVETIME) 

 (A.9) 

A.1.3 Data transfer 

The data transfer sends the digitized spectrum to the host computer.  This is trivial 

for the PCAIII card since it resides in the computer.  And for the XIA DXP2X units, the 

data are transferred via the high speed SCSI interface between the CAMAC crate and the 

host computer, unit 8 & 10 in Figure A.1, respectively.  The transferring speed is fast (up 

to 20 MB/s).  The energy spectrum can be displayed or saved into file on the host 

computer, on which runs the SPEC® and LabView®.   

The combination of the multi-element detector, the faster digitized data 

processing and the faster computer allows the fluorescence detector system to be able to 

handle much higher countrate than it used to be.   
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A.2 Setting up the XIA DXP2X system 

A.2.1 Before starting:  

(1). Make sure the detector has been completely cooled down before applying the 

High voltage.  This is true for all the Si or Ge solid state detector (SSD).  The required 

minimum cooling time is labeled on the detector.  It is usually between 4 and 12 hours for 

LN2 cooled detectors.  The Silicon drift diode detector (SDD), which is Peltier cooled 

and does not need liquid nitrogen, takes only a few minutes to be cooled down.  However, 

it may need one half to one hour to reach its best performance.   

(2). Make sure that the computer is STARTED with the CAMAC crate power on 

and the cable between the computer and the CAMAC crate controller (Jorway 73A card) 

connected.  If this is not the case, restarting the computer with all the cards, cables and 

connections in their positions should solve the problem.  Upon starting up, the computer 

power-on self-test (POST) will find the ‘Jorway 73A’—our CAMAC crate controller 

(before loading LINUX).  Also LINUX will load the driver and initialize it.  Check the 

‘SCSI ID’ number on the front panel of the ‘Jorway 73A’ before start/restart the 

computer.  Currently number 6 is used.  Number 0 through 6 are all valid—but be careful 

changing this if there are other SCSI devices in the system.  Also make sure if a number 

other than 6 is used the same number should be used for all the settings in both the 

MESA2X® and the SPEC® configuration files.  It is highly recommended to use number 

6 only for SCSI ID unless it is absolute necessary to do otherwise.  The two DXP2X units 

are in CAMAC crate slot #7 and #8 at 5IDC and the single unit is in slot #7 at 12IDD.  If 
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any one of those needs to be moved to another slot, it is necessary to update the 

configuration files for MESA2X, as well as in the ‘config’ and configuration files of 

SPEC.  See the configuration files part below for details about changing the SPEC 

configuration files.   

(3). There are two jumpers inside of XIA DXP2X unit that may need to be 

changed when changing detectors.  One is the scale factor for the preamplifier gain.  It 

can be 1 or ¼.  If the preamplifier gain is too high for DXP2X to handle, set the jumper to 

¼ position.  Normally it is set at 1 position.  The first time the new PGT detector arrived, 

its gain was about 10 times larger than other detectors.  The jumper had to be changed to 

¼ position to get the system working.  After the preamplifier gain was reduced, the 

jumper was changed back to 1 position.  The other jumper indicates whether the 

preamplifier is optical reset or RC feed back.  Currently, for both 12IDD and 5IDC, the 

last channel of the DXP2X unit(s) is set for RC feed back to be able to work with the 

Rontec SDD detector.  The channel is labeled as ‘Rontec’.  Do not connect any solid state 

detector to this channel and do not use any other channel for the SDD detector.   

The jumpers are independent for each single channel on each DXP2X unit.   

A.2.2 Running MESA2X 

(1). Start LabView®: there is a shortcut on the computer desktop; double click to 

start it.  Or if running remotely, it can be started by typing ‘labview’ in the shell prompt.  

An executable file named ‘labview’ was set in the directory $HOME/bin/, as:  

/usr/local/lv51/labview >/dev/null &  



247 

 

where $HOME is the home directory of the current user.   

(2). Always first load the ‘camac-ini’ from the file ‘cam73alx.llb’ locating in the 

directory: ‘/usr/local/xia/mesa2x-3.0.0/’.  The file can be found from the open-file history 

list.  After loading, change the ‘CAMAC Crate’ value to ‘6’, or the corresponding ‘SCSI 

ID’ number set on the front panel of ‘Jorway 73A’ card.  Run it a few times until two 

green buttons show up on the program panel.  Close this program. 

(3). Now it is time to load MESA2X. Before doing that, make sure there is a file 

named ‘Mesa.ini’ in the same directory as the loaded program. For our case, it should be 

in the directory: ‘/usr/local/xia/mesa2x-3.0.0/’.  

NOTE: for different detector setups, different ‘Mesa.ini’ files are needed.  

Normally there are backup directories, in ‘/usr/local/xia/mesa2x-3.0.0/configs/’, for all 

the configuration files of each detector.  The correct ‘Mesa.ini’ file should be saved in the 

corresponding directory, some with the suffix indicating explicitly which detector it is for.  

Copying the backup file to overwrite the one in its running directory should be ok.  

Backup the file before overwriting it is always a good habit.  

(4). Load ‘mesa2x_v30.vi’ (the first one in the list) from the file ‘mesa2x-

v3.0.0.llb’.  Be patient, it will take a while.  Different from the earlier version, the 

program will not run automatically after being loaded.  Click the ‘run’ button (the button 

on the top-left corner of the window with an arrow on it) to run it anytime.  

(5). Once MESA2X starts to run, the firmware files and the parameters will be 

downloaded into DXP2X module(s).  This will take quite a while depending on how 

many detector elements are in use.  After downloading is finished, the ‘System Setup and 
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Initialization’ menu shows up. Occasionally the initialization process stalls.  If after a few 

minutes an error message pops up saying--“Timeout waiting for BUSY to go to 0. View 

Parameters?” Just answer ‘No’.  The program will try again, and it will always work 

properly the second time.  Presumably, this error is caused by a communication error 

between the host computer and the CAMAC crate, and it can be avoided by loading and 

running the ‘camac.ini’.   

Usually only ‘DXP Configuration’ (the third one on the list) needs to be run to 

load a proper configuration file for the desired peaking time and/or the energy range.  

Simply click the ‘Restore Config From File’ button and choose the proper configuration 

file from the directory ‘/usr/local/xia/mesa2x-3.0.0/config’.  The filename of each file 

indicates the detector type, the peaking time and the energy range, such as 

‘7chan_8us_20ev.dxp’ is for the 7-element detector with 8 microseconds peaking time 

and 20 eV per MCA channel corresponding to 0 - 20 keV energy range with a total of 

1024 MCA channels.  Also an extra copy of each configuration file is saved—they 

should be in the backup directories, ‘/usr/local/xia/mesa2x-3.0.0/config/xxxsave’.  Here 

xxx indicates the detector, e.g., ‘3ele’ means the 3-element detector; and ‘rontec’ means 

Rontec detector.  The backup files are owned by ‘root’ so that unintentional changes can 

be prevented.  If a configuration file in the original directory is suspected of being corrupt, 

just load the one with the same name from the backup directory and try again.  Replace 

the bad one if necessary.  

(6). Close the window after the file loaded AND the numbers on the program 

panels updated.  Currently the configuration files cover the peaking time (about twice the 
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shaping time) of 1, 2, 4, 6, 8, 12 microseconds and the total energy range of (from 0 to) 8, 

12, 15, 20 keV for each detector.   

NOTE: DO NOT touch the button ‘Adjust Selected’.   

(7). Quit the setup section and load the ‘Multi-Channel Analyzer’ function.  

Check if the spectrum can be seen as expected.  This part runs extremely slow when more 

than one element is involved.  Prepare for a delay of about 10 seconds or more for the 7-

element detector before a real spectrum get updated on the screen.  For the single element 

detector, it is much quicker.  Switching between elements is arduous.  It is recommended 

to do this after stopping the data collection and waiting until all three ‘time’s (elapsed 

time, real time and live time) shown on the panel come to the similar value.  Using a 

faster computer does not solve this problem.  Changing the ‘Update Time” in 

“Acquisition Options” to 5 seconds from 1 can speed up the process.  This is only 

intrinsic to MESA2X.  Reading spectra out from the DXP2X unit is fast (~ 2 MB/s) and 

SPEC experiences no significant delay when plotting a spectrum.   

(8). If nothing shows up on the MCA spectrum or it does not make sense, quit this 

function and ‘Exit’ from MESA2X.  Run it from step (2) again and check.  

(9). NOTE: at this point, MESA2X software will crash on the ‘Gaussian fit’ 

routine unpredictably.  It is probably due to some uninitialized pointer in the source code.  

So avoid using any of the following four functions: (a). ‘View baseline’; (b). ‘Gaussian 

iteration fit’ in the ‘Match Gain’ function; (c). ‘ROI’ sub-function in the ‘MCA’ function; 

(d). ‘Parameter Scans’ function. 

(10). See the ‘MESA2X v3.0’ manual for more details.122
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A.2.3 Working with SPEC 

(1). IMPORTANT: SPEC will initialize the DXP2X module(s) every time SPEC 

starts or quits from running ‘config’, i.e., ‘reconfig’ is called.  Since SPEC is not able to 

load the configuration files properly (not now, maybe not ever), these initializations are 

NOT wanted.  However, we can not disable the SPEC initialization.  So always run 

MESA2X from the beginning after either of these two types of SPEC operations is 

carried out or whenever needed. 

(2). SPEC needs four specific configuration files to drive the DXP/DXP2X unit 

when started.  Any problem with any of these files will prevent SPEC from initializing 

thus using the DXP2X.  They are ‘xiasystem.cfg’, ‘dxp.module’, ‘dxp.cfg’ or ‘dxp2x.cfg’ 

and ‘preamp.cfg’.  All of these files are in the directory 

‘/usr/local/lib/spec.d/dxp2x/config/’.  Of course all of the XIA DXP/DXP2X firmware 

files and configuration files for DXP or DXP2X module are still need.  Generally 

speaking, users do not need to touch or even know the existence of these files.  The basic 

idea here is that SPEC always initializes all 7 channels (for SSD detectors).  MESA will 

properly setup the channels that are being used, e.g., only 3 out of 7 channels for using 

the 3-element detector.  And the data taking software (macros) should be set to only read 

data from the channels correctly setup.   

The only exception is when switching between an SSD and an SDD, where a 

different kind of firmware is needed to be downloaded into a special channel, where the 
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jumper setting selects RC feedback instead of optical reset.  In that case, a full set of files 

needs to be loaded from the backup directory into the working directory.  The backup 

files are in ‘/usr/local/lib/spec.d/dxp2x/config/***cfg/’, where ‘***’ indicates the 

detector type, e.g., ‘RT’ stands for Rontec detector and ‘7ele’ stands for 7-element 

detector.   

(3). Make sure MESA2X is inactive (not taking data or having any kind of 

communication with DXP2X module) whenever SPEC is going to be used to talk to 

DXP2X, and vice versa.   

(4). The ‘dxp.mac’ macro can view the spectrum.  Always run ‘setdxp’ first.  This 

macro is not that useful since we can always view the spectrum with MESA2X.  One 

advantage of the macro is that the spectrum update are much faster than MESA2X.   

(5). The ‘xswdxp.mac’ macro is used for standing wave measurements.  Always 

run ‘setxswdxp’ first and then ‘setdxpsca’.  Usage is similar to ‘xsw.mac’ with PCAIII 

cards.  Both macros are in the user macros directory.  Resize the XTERM window to full 

screen long (≥ 40 rows) to allow the macro to display the information properly.   

(6). The ‘xswdxp.mac’ macro now supports XAFS measurement by calling the 

‘moveE’ macro in SPEC instead of controlling one real motor.  To do this, set ‘device’ 

(the first one) to ‘E’ in the ‘setxswdxp’ macro.  Also 8 SCA channels were added to the 

saved data.  A user can define up to 8 SCA regions (with their starting and end value in 

MCA channels) based on the spectrum.  A user can also choose to assign any of the SCA 

channels to a counter/scaler so that it can be recorded and plotted out after each scan (just 

like plotting the rocking curve after one XSW scan).  By default, the starting and the end 
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MCA channels for the 8 SCA regions are set to 0, i.e., the SCA is disabled.  It does not 

need to be set unless desired.  However, it is recommended to set a few SCA’s for the 

purpose of deadtime correction.  See Appendix B.2 for details.   

Currently, in the XSW data file, the first MCA channels are used to record the 

counters/scalers from SPEC.  The number of channels used is determined by the number 

of enabled counters in SPEC, i.e., given by the constant ‘COUNTERS’ in SPEC.  The 

next 6 channels are parameters from the DXP2X memory for deadtime correction 

purpose.  The next 8 channels are SCA counts.  These numbers are defined inside the 

macro as CONSTANT, change the constants if the data file format needs to be changed.  

Be aware here, that setup SCA’s in ‘setdxpsca’ has the start and end spectrum channel 

numbers as 0 - 1023.  But in the XSW data file, the spectrum channel numbers are from 1 

- 1024.  Do not forget the 1 channel shift when processing the data with SUGO or other 

software.  For instance, if reflectivity is recorded in counter ‘REFL’, whose counter 

number is 1 (time base is always 0), in the data file the MCA channel number for it is 2.  

 

A.2.4 Configuration files 

(1). For MESA2X 

(a). Firmware parameters need to be downloaded into DXP2X: ‘d2xr0106b.hex’ 

for SSD and ‘d2xf0007a.hex’ for SDD—this file can be updated from time to time by 

XIA.  SPEC is supposed to have no problem with this.  But keep an eye on that since the 

external library used by SPEC for DXP2X is independent from MESA2X software. 
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Modifications may be necessary for this library.  At anytime, make sure MESA and 

SPEC use the same *.hex file.  Otherwise the SPEC macros will not work properly.  

‘f01x2p0g.fip’, ‘f01x2p2g.fip’, ‘f01x2p4g.fip’, and ‘f01x2p6g.fip’ are files for the SSD 

for different peaking times.  And ‘f01x2p0j.fip’, ‘f01x2p2j.fip’, ‘f01x2p4j.fip’, and 

‘f01x2p6j.fip’ are files for the SDD for different peaking times.   

(b). User-defined files are ‘Mesa.ini’, ‘*.scf’, ‘*.ddf’, and ‘*.dxp’. See the ‘User’s 

Manual of MESA2X v3.0--Appendix B’ for a detail explanation of these files.  A brief 

introduction goes here-- 

‘Mesa.ini’ contains the information for the filename and location of the firmware 

files, as well as other user-defined configuration files.  Generally speaking, except for the 

first time running MESA2X on one specific setup, the user does not need to edit this file.  

For the case in which the system is being modified, such as, when an XIA module is 

moved to a different CAMAC slot, SCSI ID changes, or when a different detector is used, 

the user should change this file to notify the software where to look for the proper 

configuration file.  The user should also modify the ‘*.scf’, ‘*.ddf’, and ‘*.dxp’ 

accordi tically 

at some oint (e.g., upon quitting the program).   

 system configuration. The ‘crate’ and ‘slot’ number here are 

essentia ll never find the hardware. 

‘crate’ er (6). And ‘slot’ is the slot number of the DXP2X unit in 

the CAMAC crate (7 or 8).   

The ‘*.ddf’ file holds information about the detector—polarity, detector geometry, 

ngly for the new setup.  The MESA2X software will update this file automa

 p

The ‘*.scf’ file is for

l. If the information here is incorrect, the software wi

is the ‘SCSI ID’ numb
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preamplifier gain, etc. 

The ‘*.dxp’ file contains the calibrated parameters for the XIA electronics 

pertaining to the amplifier.  The filename normally contains the peaking time and energy 

(in eV) per MCA channel.   

All the files have backup copies in the backup directory ‘/usr/local/xia/mesa2x-

3.0.0/config/***save’. 

(2). For SPEC 

(a). The firmware parameter files are the same as those used for MESA2X.   

(b). User-defined files are ‘xiasystem.cfg’, ‘dxp.module’, ‘dxp.cfg’, ‘dxp2x.cfg’, 

and ‘preamp.cfg’.  The first two are critical for SPEC recognition of the hardware settings. 

 

The ‘xiasystem.cfg’ file with the full path is pointed to by a system environmental 

variable—XIA_CONFIG.  Change the definition of this variable if the file name or 

position changes.  In the file ‘/home/username/.bash_profile’, change the line to what it 

needs to be, such as: 

‘export XIA_CONFIG = /usr/local/lib/spec.d/dxp2x/config/xiasystem.cfg’ 

 

Example of the file: 

Preamp /usr/local/lib/spec.d/config/preamp.cfg 
Modules /usr/local/lib/spec.d/config/dxp.module 
dxp4c  NULL 
dxp4c2x NULL 
 

The filenames and file locations of ‘preamp.cfg’ and ‘dxp.modul’ are defined in 



255 

 

the first two lines. The other two lines are not really used for now. 

 

The ‘dxp.module’ file defines where the module is located in CAMAC crate and 

what firmware parameters are needed for each module. 

Example of the file: 

board_type  dxp4c2x 
iolibrary  camacdll.dll 
interface  CAMAC 
module   0107 0 1 2 3 
default_fippi  /usr/local/lib/spec.d/config/f01x2p4g.fip 
default_dsp  /usr/local/lib/spec.d/config/d2xr0104b.hex 
default_param  /usr/local/lib/spec.d/config/dxp2x.cfg 
* 
board_type  dxp4c2x 
iolibrary  camacdll.dll 
interface  CAMAC 
module   0108 4 5 6 -1 
default_fippi  /usr/local/lib/spec.d/config/f01x2p4g.fip 
default_dsp  /usr/local/lib/spec.d/config/d2xr0104b.hex 
default_param  /usr/local/lib/spec.d/config/dxp.cfg 
 

Explanation of the file: 

‘board_type’ could be ‘dxp4c’ or ‘dxp4c2x’ for the old style DXP and DXP2X, 

respectively. 

‘iolibrary’ is not really used on LINUX, leave it as it is. 

‘interface’ is ‘CAMAC’, do not change. 

‘module’ defines the slot # and channel #.  The first two digits are not used.  The 

next two digits are the slot # of the module. The following four numbers are the channel 

numbers for each of the four DXP channels, respectively.  Use ‘-1’ for the channel that is 
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not being used.  For instance, ‘module 0107 4 5 6 –1’ means that the module is in 

CAMAC slot #7; its first three channels (marked as 0, 1, and 2 on board) are used as 

system channel 4, 5, and 6; and its last channel is not being used. 

‘default_*’ are the default files for the firmware parameters.  

Repeat the list for additional DXP/DXP2X module. 

 

The ‘dxp.cfg’ and ‘dxp2x.cfg’ files define the parameters for the different module.   

Example of the file: 

POLARITY  0 ! 0 = negative, 1 = positive 
RUNTASKS  122 
SLOWLEN  25 ! 1  usec peaking time example 
SLOWGAP  3 
PEAKINT  29 
FASTLEN  4 
FASTGAP  0 
THRESHOLD  20 
MINWIDTH  4 
MAXWIDTH  20 
PEAKSAM  28 
DECIMATION 4 
 

The ‘preamp.cfg’ file defines the polarity and the reset range of the preamplifier. 

Example of the file: 

ENERGY 5.9 
0, 1.0, 0, -5., 5., 10 
1, 1.0, 0, -5., 5., 10 
2,  1.0, 0, -5., 5., 10 
3, 1.0, 0, -5., 5., 10 
* 
4, 1.0, 0, -5., 5., 10 
5, 1.0, 0, -5., 5., 10 
6, 1.0, 0, -5., 5., 10 
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*7, 1.0, 0, -5., 5., 10 
 

Explanation of the file: 

‘ENERGY 5.9’ is the calibration energy, in keV. 

‘0’  the 1st number, is the system channel #, (start from 0).   

‘1.0’ the 2nd number, is the preamplifier gain factor.   

‘0’ the 3rd number, is the polarity (0-negative, 1-positive).   

‘–5.’ the 4th number, is the minimum voltage of the preamplifier output (in V).   

‘5.’ the 5th number, is the maximum voltage of the preamplifier output (in V).   

‘10’ the 6th number, is the typical step size of the preamplifier signal due to an 

incident X-ray (in mV), here for 5.9 keV X-rays.   

Note in all these files, a line start with a star ‘*’ is a comment line.   

A.2.5 Brief explanation of a few MESA2X parameters 

There are more than 100 parameters listed in the ‘View Parameters’ panel in 

MESA2X.  Some of these are read-back values during counting, such as FASTPEAKS 

and LIVETIME.  Some are user defined data taking related, which will not affect the 

function of the spectrum taking.  And some are critical for the DXP2X to correctly 

amplify and analyze the preamplifier output.  The default parameter values, according to 

XIA manual, should be a good starting point when calibrating a new detector.  And the 

built-in calibration function with MESA2X should be able to optimize them 

automatically.  However, this may not always be true.  Sometimes the default value (or 

whatever starting value) can not get the DXP2X unit to work at all.  In that case, the 
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calibration function will not help at all.  Therefore, some knowledge about the parameters, 

at least the most important ones, is very useful.   

First, all the time related parameters are based on some time unit and therefore are 

all integers.  But not all the parameters use the same time base.  And even the same 

parameter can be using a different time base in different circumstances, which is 

indicated by a parameter ‘DECIMATION’.  DECIMATION should not be hand selected; 

rather, it is determined by the peaking time settings.  It is ‘0’ for the shortest peaking time, 

0.125 - 0.625 µs; ‘2’ for 0.5 - 2.5 µs; ‘4’ for 2.0 - 10 µs; and ‘6’ for 8 – 40 µs.  Once a 

peaking time is chosen, a DECIMATION number is set and the corresponding firmware 

file (*.fip) is downloaded into the DXP2X memory. 

Before any processing, the analog output from the preamplifier is digitized at a 

rate of 40 MHz, i.e., at 25 ns intervals.  This is the basic (and smallest) time unit for the 

parameters.   

The fast filter related parameters are all using the basic time unit, i.e., 25ns, 

including FASTLEN, FASTGAP, MINIWIDTH and MAXWIDTH.  A fast-filtered signal 

for a single X-ray photon is the shape of a symmetric triangle.   

FASTLEN is the fast filter length, i.e., the fast filter peaking time.  The typical 

value is 4, i.e., 100 ns.  FASTGAP is the fast filter gap, typically is 0.  MINIWIDTH, 

combined with THRESHOLD, is used to reject the noise.  To be counted as an X-ray 

event rather than noise, a fast-filtered signal, i.e., the triangle, has to have a time width 

longer than 25*MINIWIDTH ns at the THRESHOLD value.  A typical value of 

MINIWIDTH = 4 is used for FASTLEN = 4 according to the manual.  If it is too small, the 
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sharp electronic noise (spikes) will not be rejected effectively.  If it is too large, the real 

X-ray signals might be at risk of being rejected.  MAXWIDTH is set to reject the pile-ups 

in the fast filter.  When the fast-filtered signal does not go below the THRESHOLD level 

between two or more incident X-ray photons, the length of the fast-filtered signal that is 

above the THRESHOLD value will be significantly larger than a signal X-ray should be.  

And a typical value of: 

MAXWIDTH = 2 * FASTLEN + FASTGAP + N    (A.10) 

Where N is in the range of 4 - 8.  If its value is too small, it will reject the real signals.  

And if it is too large, it can not reject the pile-ups properly.  For a FASTLEN = 4, the 

MAXWIDTH around 15 should be all right.  This method can not reject the double or 

multiple pile-ups where two or more X-rays arrive in the detector at the same time.   

NOTE in MESA2X, the default values are MINWIDTH = 2 and MAXWIDTH = 

20, which are not the best values.   

The slow filter related parameters are using the time unit based on the 

DECIMATION, including SLOWLEN, SLOWGAP, PEAKSAM, and PEAKINT.  For 

DECIMATION settings of 0, 2, 4, and 6, the time unit is (25 * 2DECIMATION) ns, i.e., 25, 

100, 400, and 1600 ns, respectively.  The slow-filtered signal for a single X-ray photon is 

the shape of an isosceles trapezoid.   

SLOWLEN and SLOWGAP are the slow filter length and gap value.  Typically 

SLOWGAP = 6 for DECIMATION = 0 and SLOWGAP = 3 for all other cases.   

PEAKSAM is the time from the fast-filtered signal reaches peak value to the point 

where the slow-filtered signal is taken as the X-ray photon energy reading.  The energy 
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reading, i.e., the sampling, should be performed on the flat top of the trapezoid.  

Therefore PEAKSAM is roughly the time delay of the slow filter peak relative to the fast 

filter peak.  For the optical reset preamplifier it should be close to  

PEAKSAM = SLOWLEN + SLOWGAP/2     (A.11) 

Larger or smaller PEAKSAM values will lead to the sampling at a position off the 

flat top of the trapezoid and therefore will result in a bad resolution.  And for the RC feed 

back preamplifier, the PEAKSAM value is generally a few time units smaller than that 

calculated with Equation (A.11).  For the Rontec Xflash 1000 SDD detector, whose 

discharging time constant is around 100 µs, a PEAKSAM value with 3 time units smaller 

than the default value offered by MESA2X works best, e.g., the default value for 

PEAKSAM is 15, 12 would be the best number to use.   

PEAKINT is used to reject pile-ups in the slow-filter signal when the X-ray 

photons are well resolved in the fast filter.  The value could be set as: 

PEAKINT = SLOWLEN + SLOWGAP + N     (A.12) 

Where N = 2 or 3.  A too large PEAKINT value will reject the non-pile-up X-ray 

signals.  And a too small value will not reject the pile-up properly.  Practically it is found 

that when PEAKINT is equal to or smaller than PEAKSAM, no X-ray signal passes 

though at all.   

THRESHOLD is related to the energy level set for the threshold, the gain, and the 

FASTLEN value.  Changing the energy threshold level in the ‘DXP configuration’ 

window should update the THRESHOLD value properly.  It is the combination of this 

and the MINWIDTH that can properly reject the noise.   
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Finally, these parameters should be set correctly by MESA2X program.  Knowing 

what they are and what value they should be would help to diagnose the problem if the 

software does not work as expected.   
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Appendix B SPEC macros associate with XSW data 

collection 

The XSW measurement requires both the reflectivity and the fluorescence data to 

be recorded simultaneously.  A simplified way to accomplish this is to set up the single 

channel analyzers (SCA’s) to record the total count rate for the characteristic 

fluorescence signal of interest.  Normally the fluorescence signal from the surface 

adsorbate is very weak.  Therefore the real net count rate under the peak could be 

comparable to or even smaller than the background count rate in the fluorescence 

spectrum.  To precisely measure the fluorescence yield of the element, a full fluorescence 

spectrum rather than one or a few SCA’s is preferred.  The full spectrum can be 

incorporated into the SPEC scans in two different ways.  One is using the specially 

defined XSW macro.  The other is recording the spectrum while doing the normal SPEC 

scans, e.g., ascan, dscan, or hklscan.   

B.1 XSW macro 

The XSW macro, originally written by Tien-Lin Lee, can collect the fluorescence 

spectra from a single detector element through the PCAIII or PCAII card.  The macro 

also has a built-in drift control mechanism, which monitors and corrects the drifting of 

the rocking curve center at the end of each and every single scan.  The data from the scan 

are either accepted or rejected based on the preset maximum drift value and the scan 
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center is adjusted accordingly.  The accepted data from single scans are accumulated and 

saved into a special XSW data file upon finishing the preset number of single scans, i.e., 

one saveset.  Multiple savesets can be recorded into one XSW data file.  This way the 

temporal changes in the sample can be followed.  Also the risk of losing useful data is 

minimized.  The XSW data file is basically in the format of a two dimensional array with 

a column assigned to each step in the SPEC scan and the rows as the MCA channels.  

And the lowest MCA channels are overwritten with SPEC counters as described in A.2.3.   

The XSWDXP macro, while inheriting all the XSW features, develops the ability 

to record and save the spectra from multiple detector elements.  Although now the macro 

is written to read from the XIA DXP2X unit, it can be easily modified to work with the 

PCAIII card.   

Since the XSWDXP macro is a custom built macro, it is under constant change.  

But mostly the changes are minor and the user interface is preferred to stay the same.  

The macro file, named xswdxp.mac, actually consists of dozens of SPEC macros, which 

are able to work together or independently.  Based on the functionality, the macros can be 

grouped into three sub-sets, i.e., SETXSWDXP, SETDXPSCA, and XSWDXP.   

B.1.1 SETXSWDXP macro set 

SETXSWDXP is the set of SPEC macros that initialize the hardware and set up 

the software environment for collecting spectra.  The flow chart of SETXSWDXP is 

shown in Figure B.1 and the hierarchy tree is shown in Figure B.2 (B), where the blocks 

in blue are the end macros, which are only called by other macros.  And the blocks in red  
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Figure B.1.  Flow chart of the SETXSWDXP function.   
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Figure B.2.  The hierarchy tree of the macros in the file xswdxp.mac, including 
(A), XSWDXP function group; (B), SETXSWDXP function group; (C), SETDXPSCA 
function group; and (D), other functions.   
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are higher-level macros, which call upon other macros.  And the blocks shaded with 

green are the interfacial macros, which are the only ones a user needs to be aware of. 

The structure and the codes of the macros are simple and straightforward.  There 

are a couple of points that need to be addressed.  The drift control relies solely on the 

readings of the reflectivity counter.  And it is the user’s responsibility to make sure that 

the correct counter number is assigned as the reflectivity.  This is given by the constant 

REFL, which can be redefined in the macro SETXSWDXP.  Also the reflectivity curve 

should be well defined, i.e., a single peak is expected and the signal to noise ratio should 

be far greater than 1.   

The number of detector elements used needs to be setup properly for 

communicating with the hardware and for initializing the size of the data array correctly.  

Because the XIA DXP2X unit is configured with the MESA2X program instead of SPEC, 

there is no way to check whether a DXP2X channel is used or not within SPEC.  

Accessing a non-configured channel might lead to an unpredictable error.  Therefore it 

again requires the user to give a proper input.  It is given by the constant num_ele, which 

can be redefined in macro SETXSWDXP or with macro set_det_ele_num.  Currently the 

macro can only deal with the DXP2X channels in continuous mode, e.g., if three detector 

elements are used, they should be connected to the DXP2X channel 0, 1, and 2 or channel 

1, 2, and 3.  It is not acceptable to connect the three detector elements to the DXP2X 

channel 0, 1, and 3 or channel 0, 2, and 3.  And the DXP2X channels in use are defined 

by num_ele together with two other constants, mca_offset and dxpch_offset.  The former 

is the device number of the first multi-channel analyzer (MCA) device in use and the 
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later is the channel number of the first DXP2X channel in use on the MCA device.  The 

details about the proper values for the two constants can be found in the next section as 

‘MCA device number’ and ‘MCA channel number’.  The two constants can be reset with 

macros setmca_offset and setdxpch_offset.   

The parameter list is easy to follow.  The ‘device’ can be any single motor defined 

in SPEC.  Other than that, the special devices can be used are listed in xswdxp_help 

macro.  Other special devices can be added by changing the code of macros 

dxpmove_device_to and dxpparameter_exam.  If a single motor is selected, the ‘center’ is 

automatically assigned as the current motor position.  The DXP2X ‘channel usage’ 

determines whether the data is recorded for a channel or not.  It is expecting a string with 

a series of ‘y’ or ‘n’, with ‘y’ as recording data, ‘n’ as ignoring data.  The default is ‘n’.  

The first letter corresponds to the first used channel and so on.  For instance, for a 7-

element detector, a string ‘yynnyy’ means data from channel 0, 1, 4, and 5 are recorded 

and those from channel 2, 3, and 6 are ignored.  Note here even if the data from a channel 

is set to be ‘ignored’, the corresponding detector element is still working normally and 

the spectrum is read and analyzed by the DXP2X unit.  The only thing that is ‘ignored’ is 

the data transfer from the DXP2X channel to the host computer.   

The ‘lower’ and ‘upper’ energy channel limit can be used to record a partial 

instead of a full spectrum.  The ‘active DXP2X channel’ defines which detector element 

is currently active, i.e., for which the SCA is recorded and the spectrum is plotted out.   

After the parameters are set, the data arrays are initialized accordingly.  A single 

two-dimensional array is used for storing all the data from all detector elements during 
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one scan.  Each column represents an MCA spectrum from one detector element at one 

scanning step.  And the total number of columns is one plus the product of the number of 

scanning steps and the number of detector elements.  The additional column, always the 

first one, lists the MCA channel numbers.   

In the case of a multi-element detector, there are always differences in behavior 

between the elements.  Therefore the data from each element should be saved separately.  

The filenames for the datafiles are generated with the user-input name string and the 

formatted suffixes, including the version number user input and the detector element 

number.  For example, a filename would be like ‘user_given_name.002.ch2’, where ‘002’ 

indicates the version number is 2 and ‘ch3’ indicates the spectrum is from the detector 

element number 3.   

The parameter legibility check helps to prevent improper operations.  It is critical 

to setup a correct scanning device and record the spectra with at least one of the detector 

elements.  Also to protect the existing datafile from being overwritten, the filenames are 

first checked to make sure that no identically named files are present.  The macros will 

never overwrite an existing file.  If a file with the same name is found, the version 

number will increase by 1 automatically before returning to the user.  In SPEC, if the 

filename is invalid, no file will be opened and the data will be only dumped on screen.  

So another filename check is performed by actually opening the file.  A new filename is 

required if the file cannot be opened successfully.  If the filename is valid, the opened 

empty file then is closed and deleted.  Note SPEC can handle up to 8 simultaneously 

opened files.  If somehow the number of open files reaches 8, some of the opened files 
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have to be closed before the macro can run successfully.  Use the SPEC command on() to 

check which files are open and the command close(“file_name”) to close an opened file.  

Make sure the file is not in use before closing it.  If an error is found in the parameter 

check and a default value can be set for the problematic parameter, a warning message is 

generated.  If no default value can be used, an error message is generated.  At the end of 

the parameter check, if error messages are present, the user is asked to rerun the 

SETXSWDXP to correct them; if only warning messages are present, the user can either 

run SETXSWDXP again to give the proper input or go ahead with the default values.   

B.1.2 SETDXPSCA macro set 

SETDXPSCA is the set of macros that set up the software SCA, including the 

MCA channel range and the SPEC counter where the SCA value is stored.  The flow 

chart of the SETDXPSCA is shown in Figure B.3 and the hierarchy tree is shown in 

Figure B.2 (C).   

The number of software SCA’s is defined with the constant MAXDXPSCA.  The 

setting for each SCA includes three values—the start and end MCA channel number and 

the number of the SPEC counter to which the SCA is assigned.  The last used values are 

saved in the file ‘$HOME/dxpsca.input’ and loaded upon restarting SETDXPSCA, where 

$HOME is the home directory of the current user.   
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Figure B.3.  Flow chart of SETDXPSCA function.  
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By default both the start and end MCA channel numbers are zero; and the counter 

number is –1, which means do not assign an SCA to any SPEC counter.  It is after the 

SPEC counter is updated (getcounts) that the software SCA is assigned to the 

corresponding counter, which is quite inconvenient because it disregards the usage of the 

counter.  Therefore be very careful when assigning the counter number to an SCA.  It is 

recommended that the user always assign an unused counter to an SCA.   

B.1.3 XSWDXP macro set 

XSWDXP is the set of macros that run the multiple scans and collect both the 

reflectivity and the fluorescence data simultaneously.  The flow chart of the XSWDXP 

function is shown in Figure B.4 and two sub-functions, Initialization and Data-taking, are 

detailized in Figure B.5 (A) and (B).  The hierarchy tree is shown in Figure B.2 (A).   

The XSWDXP macro does not require any input from the user once the setups 

have been done properly.  The single SPEC scan with the designated device(s) will be 

repeated up to the preset number of times.  At each scanning step, all the SPEC counters 

and the fluorescence detector will count for the predefined time period.  The MCA 

spectra and the counter readings are loaded into their own data arrays.  Also recorded are 

the SCA’s and the special counting parameters for deadtime correction from the XIA 

DXP2X, as described in Appendix A.  At the end of each single scan, the drift of the 

reflectivity curve center is checked (if the drift control option is on) and the data are 

accumulated.  And at the end of each saveset, the accumulated data are saved into the 

separated files corresponding to the different detector elements.  The lowest MCA  
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Figure B.4.  Flow chart of the XSWDXP function.   
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Figure B.5.  Flow chart of the functions of (A) Initialization and (B) Data-taking 
at each scan step.   
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channels of the spectra are replaced with the SPEC counters, the DXP2X deadtime 

correction parameters, and the software SCA’s, in that sequence.  In the future, this part 

of the data-saving format should be changed to prevent the loss of the low energy 

spectrum.  Also the deadtime correction parameters and the SCA’s can be integrated into 

the SPEC counters as describe in the next section to simplify the data format.  Before the 

data of first saveset are written, the general information about the XSW scan is written as 

the file-header into the file, including the motor name and positions at the scan center, the 

counter names and sequence, the software SCA settings, and information about the scan 

parameters and data format.   

The on screen plot of the reflectivity and the spectra are updated after each scan, 

as well as the information about the reflectivity curve, such as the full width at half 

maximum (FWHM), center position of the full width at the half maximum (CFWHM), 

and the drift of the center.  To get the screen plot displayed properly, a macro named 

‘plotini’ needs to be run by the user before running the XSWDXP macro.   

 

B.2 The MCA macro 

The fluorescence spectrum can also be recorded during any SPEC counting 

operations by loading the MCA.MAC macro, which is a simplified version of ESRF 

macro mca.mac.  Briefly, it can turn on and off the MCA data flow with software 

controls.   

The basic idea in MCA.MAC is simple and straightforward.  The centerpiece is a 
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counter named ‘mcatot’.  To get the macro functional, a pseudo-counter needs to be setup 

in SPEC ‘config’.  Just add a counter or rename an unused one to ‘mcatot’ and change the 

device for the counter to ‘NONE’.  Other such pseudo-counters can be setup for software 

SCA’s or for other purposes if desired.  When the MCA is turned on, the counter ‘mcatot’ 

will be enabled and the SPEC counting process will include an additional step to read the 

MCA spectrum out.  And if the plot and/or filesave option is on, the spectrum will be 

plotted out and/or saved into the file, which could be either the current SPEC data file (in 

SPEC, the filename is saved in a string variable DATAFILE) or a separate file chosen by 

the user.  When the MCA option is turned off, no MCA spectrum will be read out from 

the hardware.  Therefore no plot or save-into-file functions will be carried out.  Note that 

even if the MCA is turned off by software, the MCA device is still functioning, i.e., the 

MCA spectrum is still taken, but not read out.  So if the slow process is the data-taking 

procedure instead of the data-transferring one from the MCA device to the host computer, 

turning off the MCA will not significantly help.   

At this point, the MCA.MAC macro can only handle a single spectrum from one 

source.  This means even with a multi-element detector, only the signal from one of the 

elements can be recorded at a given time.  Recording multiple spectra should be easy to 

achieve. 

The MCA macro includes a set of macros saved in the file also named mca.mac.  

Shown in the Figure B.6 is the hierarchy tree of the MCA macro.   

The setup is the only part that the user needs to care about.  The ‘user_Fheader’, 

‘user_scan_loop’, and ‘user_getcounts’ macros are the SPEC ‘hook’ macros which will 
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be redefined upon turning on or off the MCA.  When the MCA is turned on, they are 

directed to call the corresponding macros.  And when the MCA is off, they exploit no 

action.  Please use ‘cdef’ to include any other modifications to these macros if needed.   

A special note here: at 5IDC, the macros that run the CCD detector also redefine 

some of the ‘hook’ macros mentioned above.  However, they are not defined in the SPEC 

using conditional definition, ‘cdef’.  Instead they simply overwrite whatever the macros 

currently contain.  The consequence is if the CCD macros are loaded, the MCA functions 

will not work.  The user needs to reload the MCA macros with the SPEC command 

‘do/qdo’ if the MCA function is desired.  Although the ‘hook’ macros in the MCA 

macros are defined with ‘cdef’, therefore the codes CCD macros require should not be 

changed upon loading the MCA macros, the fully compatibility test has not been carried 

out yet.  Currently, it is better to use only one device (CCD or MCA) at a time.  And load 

the macro for the device before running it.   

There are a couple of macros that can be used independently to control the MCA.  

But generally the ‘mca_setup’ should be enough for most occasions.  There are nine 

options given when running ‘mca_setup’ macro.  They are: 

(1). MCA device number—this is the number assigned by SPEC to the MCA 

device (starting from 0).  Generally, if a PCAIII card is present in the system, it would 

always be device 0.  Any other MCA device, e.g., a XIA-DXP2X module, would have a 

device number starting from 1 and up.  When the multiple MCA devices exist in the 

system, it could be tricky to find out the right MCA device number.  Follow the general 

description below to do this.  First in SPEC, check how many MCA devices are loaded 
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Figure B.6.  The hierarchy tree of the functions in mca.mac macro.   
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with the command ‘mca_sel(“?”)’.  If the desired MCA device is the only one, the device 

number will be 0.  If more than one appears and it is not obvious which one is the desired 

device, pay attention to the description of each device.  Those descriptions could be 

found accordingly on the config CAMAC configuration screen.  The CAMAC slot 

number will be given on that screen.  The one with the desired detector (element) 

connected to it is the right one.  For instance, for a 13-element detector (#1 - #13), the 

element #6 is the one wanted.  The four XIA-DXP2X units are in CAMAC slot 3 - 6 and 

the signal from element #6 goes into the second channel of the unit in slot 4.  In the 

CAMAC configuration list, slot 4 is assigned as DXP1.  And from ‘mca_sel(“?”)’, DXP1 

is device 1.  Therefore the MCA device number is 1.  NOTE that this description here is 

only good for the PCAIII card and the XIA DXP2X unit.   

2). MCA channel number—this is the number of the channel on the DXP2X unit 

(always starting from 0).  As in the example discussed above, the element #6 is in the 

second channel of the unit.  So the channel number is 1.  For devices like PCAIII card, 

this number will always be 0 since there is only one channel on a PCAIII card.   

3). Bin of active channel—this is the number indicating how many MCA 

channels are in each spectrum.   

For a PCAIII card, usually both the ‘gain’ and the ‘group_size’ are set to this 

number.  If desired, an integer factor can be used such that gain = I * group_size to 

achieve another level of digital amplification.  NOTE the ‘gain’ value cannot exceed the 

memory size physically present on the PCAIII card.  E.g., if ‘gain’ = 4096 and 

‘group_size’ = 512, I = 8 is the digital amplification factor achieved by this setting.   
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For an XIA-DXP2X channel, the setup is done through MESA2X; therefore 

usually the total bin number is 1024 (could be as high as 8192).  Normally this bin 

number should be the same as that set in MESA2X.  But if desired, this one can be 

smaller (e.g., 512 or any positive number).   

4). MCA on or off—here 1 means on and 0 means off.  This is the flag to turn on 

the MCA.  Again to get this working, a pseudo-counter named mca_tot is required.   

5). MCAplot on or off—turn on spectrum plot or not.  If the MCA is turned off, 

no spectrum is plotted disregarding the setting of this parameter.  The spectrum is 

supposed to be plotted in a second plot window.  The second window should be 

initialized when the MCAplot on option is selected.  But occasionally this does not work 

as expected.  One known bug is when SPEC started with the MCAplot option turned on 

(due to the saved SPEC status upon quitting), the plot will appear in the text window 

before rerun ‘mca_setup’.  If this happens, it can be solved by simply running 

‘mca_setup’ once or turning off the plot option.   

6). MCAfile on or off—turn on spectrum data-recording or not.  If MCA is 

turned off, no spectrum is saved disregarding the setting of this parameter.   

So the MCA on/off is a master switch.  MCAplot and MCAfile are only effective 

when the MCA is turned on.   

7). MCA filename—the filename for the MCA spectrum data.  If left empty, 

SPEC data file (DATAFILE) will be used.  Input ‘-’ to switch back to SPEC data file 

from another file.  If a different file is chosen, the motor information is recorded for each 

scan.  The software SCA information (see below for details) will be recorded in the scan 
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head in both cases.  The data format is the same as the ESRF data format, e.g., in a 

normal SPEC file, the data following the symbol ‘@’ indicate their difference from the 

normal scan data; and the spectrum data are always saved after the normal SPEC scan 

data.  Because the line could contain hundreds or even thousands of integers, it is broken 

into multiple lines with 32 number on each line and a ‘/’ is added to the end of each 

unfinished line.   

Currently, ‘ct’ command does not record the spectrum any more.   

8) & 9). MCA plot range-lower/upper limit—the plot range of the spectrum (in 

MCA channel number, in the range of 0 - 1023 normally).  These are the same settings as 

those in ‘setxswdxp’.  If set improperly, they will be reset to full range.   

 

There are also other simple function macros like ‘mca_on’ and ‘mca_off’, 

‘mcaplot_on’ and ‘mcaplot_off’, ‘mcafile_on’ and ‘mcafile_off’.  Their names are self-

explaining.   

‘mca_plot’ [MCA_channel_lowerlimit MCA_channel_upperlimit] will replot the 

last read spectrum.  If the two optional parameters are given, the new range will be 

defined with the parameters.  Otherwise the last set range is used.  

‘mca_save’ saves the spectrum into the assigned file with normal SPEC format 

(32 per line).  If a string given as the optional parameter, the spectrum will be saved into 

that file as one column.  E.g., ‘mca_save zfile’ will save the spectrum into file 

‘zfile.mcaspectrum’ instead of the file assigned.  This is to offer an easy way to transfer 

the spectrum into a plotting software such like ‘Excel’.  
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One more macro that is useful is the ‘setdxpsca’.  The macro is part of 

‘xswdxp.mac’.  By running the macro software SCAs can be setup.  Just input the MCA 

channel starting and end number and the counter number (the counter name will be 

shown in the parentheses next to the counter number).  The MCA macro will 

automatically work on the spectrum and assign the correct value.  The counter number 

can be obtained with command ‘counters’.  A series of special reserved values can be 

used for the MCA channel starting number (first column).  When those values are given, 

the MCA channel end numbers have no effect and special operations are taken to read the 

deadtime correction related parameters out of XIA DXP2X unit.  They are listed in Table 

B.1.  

The meanings of the parameters have been discussed in Appendix A.  Assign 

them to the pseudo-counters to help the deadtime correction.  

CAUTION:  Again, do not assign the software SCA to any real counters that are 

in use.  Only use the pseudo-counters for this purpose.  The macro does not have any 

fool-proof check and the software SCA always overwrites any hardware readings.   

‘mcaop’ is a special macro, which when used preceding a normal SPEC scan 

command, turns on the MCA and runs the scan; then returns the MCA settings, including 

the MCA setting, the plot and save settings, back to its original status.   

The MCA macro is easier to setup and run than the XSW one.  However, 

currently it can only handle one detector element.  A combination of MCA and XSW 

macro might be the next step for the multi-element detector system data collection.   
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p for the digital Single Channel Analyzer (SCA).   

Value -1 -2 -3 -4 -5 -6 

Table B.1.  Special setu

Read-in Livetime Realtime FastPeaks EventsInRun Overflow Underflow
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